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Abstract. Asit is well known, symmetry plays a crucial role in the theoretical physics.
On other hand, the Noether symmetry is a useful procedure to select models motivated
at a fundamental level, and to discover the exact solution to the given lagrangian. In
this work, Noether symmetry in f(T) theory on a spatially homogeneous and anisotropic
Bianchi type I universe is considered. We discuss the Lagrangian formalism of f(T )
theory in anisotropic universe. The point-like Lagrangian is clearly constructed.The
explicit form of {(T) theory and the corresponding exact solution are found by require-
ment of Noether symmetry and Noether charge. A power-law f(T), the same as the
FRW universe, can satisfy the required Noether symmetry in the anisotropic universe
with power- law scale factor. It is regarded that positive expansion is satisfied by a
constrain between parameters.

Keywords: Noether symmetry, anisotropic Bianchi type I universe, modified theories
of gravity, f(T) gravity

1 Introduction

In this work, our aim is to study a Noether symmetry of scalar torsion gravity in anisotropic
univers.

Recently, some astrophysical observations have shown that the Universe is undergoing an
accelerated phase era. To justify this unexpected result, scientists have proposed some
different models such as, scalar field models [1, 2, 3, 4] and modify theories of gravity
[5, 6, 7, 8]. For the latter proposal, one can deal with telleparallel equivalent of general
relativity [9, 10, 11, 12], in which the field equations are second order [13]. In addition, in
this scenario the Levi-Civita connections are replaced by Weitzenbock connection where it
has no curvature but only torsion [14].

A Bianchi type I (BI) universe, being the straightforward generalization of the flat FRW
universe, is of interest because it is one of the simplest models of a non-isotropic universe
exhibiting a homogeneity and spatial flatness. In this case, unlike the FRW universe which
has the same scale factor for three spatial directions, a BI universe has a different scale factor
for each direction. This fact introduces a non-isotropy to the system. The possible effects of
anisotropy in the early universe have been investigated with BI models from different points
of view [25, 26, 27, 28]. Some people [29, 30] have constructed cosmological models by using
anisotropic fluid and BI universe. Recently, this model has been studied in the presence of
binary mixture of the perfect fluid and the DE [31]. Further, there are some exact solutions
for BI models in f (T ) gravity [32]
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The outline of this work is as follows. In the next section, a brief review of the general
formulation of the field equations in a BI metric and f(7T') garavity are discussed, Sec. 3
is concerned with Lagrangian formalism of f(T ) theory in anisotropic universe. Sec. 4, is
related to Noether symmetry in f(T ) theory in anisotropic universe. We summarize our
results in last section.

2 General Framework

The telleparallel theory of gravity is defined in the Weitzenbdck’s space-time, with torsion
and zero local Riemann tensor, in which we are working in a non-Riemannian manifold.
The dynamics of the metric were determined using the scalar torsion 7' . The fundamental
quantity in teleparallel theory is the vierbein (tetrad) basis € ., - This basis is an orthogonal,
coordinate free basis defined by the following equation

uv = nijeiuejyv (1)

where n;; = diag[l,—1,—1,—1] and e,"e’, = 6 or ¢;"e/, = §!. and the matrix e?, are
called tetrads that indicate the dynamic fields of the theory, where Latin ,j are indices
running over 0, 1,2, 3 for the tangent space of the manifold, and Greek p, v are the coordi-
nate indices on the manifold, also running over 0, 1,2, 3. In the framework of f(T') theory,
Lagrangian density is extended from the torsion scalar T' to a general function f(7T'), similar
to what happened in f(R) theories. The action S of modified telleparallel gravity is given

by [33, 34]
I= /d4x|e|f(T) +Lm}, (2)

where for convenience, we use the units 2k* = 167G = 1, |e| = det(e},) = /=g and ¢, forms
the tangent vector of the manifold, which is used as a dynamical object in telleparallel
gravity, Ljs is the Lagrangian of matter. The components of the tensor torsion and the
contorsion are defined respectively as
_ 1 l
T, =¢" (04, — Oye u) , (3)

ng

1
KW, = =3 (T, = T", —T,"). (4)

It was defined a new tensor S,"" to obtain the scalar equivalent to the curvature scalar of
general relativity i.e. Ricci scalar, that is as

) F— 1 v (6774 14 (67
Syt zi(K“p+6ij o—06,T ") (5)
Hence, the torsion scalar is defined by the following contraction
T=8,"T",,. (6)
By using the components (Eq.4,Eq.5), the torsion scaler (Eq. 6) gives
= —6H? + 20°. (7)

Bianchi cosmologies are spatially homogeneous but not necessarily isotropic. Here, we will
consider BI cosmology. The metric of this model is given by

ds* = dt* — A%(t)dz® — B*(t)dy* — C*(t)d2?, (8)
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where the metric functions, A, B,C, are merely functions of time, ¢ and related to scale
factor by a = (ABC)3. In this work for convenience, we assume B = C' = A™, where m is
a constant. It is defined the shear tensor as describes the rate of distortion of the matter
flow, that in a comoving coordinate system, from the metric (Eq.8), the components of the
average Hubble parameter and the shear tensor are given by [38]

1A B C
S AR ARy
2 _ 1 2 B2 CQ 3 2
0" = §[<z)+(§)+(5)]—§H- 9)

3 Lagrangian Formalism of f(T ) Theory in Anisotropic
Universe

In this section, we discuss the Lagrangian formalism of f('T ) theory in anisotropic universe .In
the study of Noether symmetry,It is clear that the point-like Lagrangian plays a crucial role.
From the action f(T ) (Eq.2), and following [36, 35, 37], to derive the cosmological equations
in the Bianchi I metric, (BIm ), one can define a canonical Lagrangian £ = L(A, A, T, T),
whereas Q = a,T is the configuration space, and 7Q = [A, AT, T] is the related tangent
bundle on which L is defined. The factor A(t) and the torsion scalar T (t) are taken as
independent dynamical variables. One can use the method of Lagrange multipliers to set
T as a constraint of the dynamics (Eq. 6). Selecting the suitable Lagrange multiplier and
integrating by parts, the Lagrangian £ becomes canonical [36, 35] theory which is given by

B Pm0
I= 2w2/thBC[f(T) — MT +6H? — 20?%) — ABC], (10)

where A is a Lagrange multiplier. The variation with respect to T of this action gives
A= fr. (11)

So, the action (10) can be rewritten as

I= 27r2/thBC[f(T) — fr(T +6H?* —20?) — :'%g], (12)

and then the point-like Lagrangian reads (up to a constant factor 272)gives
‘C(Aa Av T7 T) = A1+2m [f(T) - fT(T + 6H2 - 202)] — PmO0; (13)

where using from assume B = C,a® = A'™2™. Writing (13) with respect (9) yield

LA AT, T) =A™ [f — frT + 2fT(%)2c0} — Pmo, (14)

where ¢g = 1/3(2m+1) — (1+2m)?/3 —m?), and setting m = 1 reduce equation (Eq.14) to
the same form of lagrangian equation in isotropic univerce, i.e. FRW metric [37], as well,
the equation lagrangian form in the F RW metric constrained ¢o # 0, —2/7. As it is explicit
for a dynamical system, the Euler-Lagrange equation is written

d oL, o
dt 0q;"  Oq;’

(15)
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where ¢; are A, T in this case. Substituting Eq. (14) into the Euler-Lagrange equation
(Eq.15), we get the following equations with respect T, A respectively

A1+2meT[—T+2(§)2co} =0, (16)
AfrrT A+ dfrAcy + sz(§)2(2m — 1o — (1+2m)(f — frT) = 0. (17)
From Eq. (16), it is easy to find that if frr #0
T= 2(%1)200 = —6H? + 207 (18)
That, setting m = 1 reduce equation (18) to the same form of torsion scaler from FRW

metric, [37] . In addition, the relation (7) is recovered. Mainly, this is the Euler constraint
of the dynamics. Substituting Eq. (18) into Eq. (17), we get

. e -3 1 A
o Ar244  24%, 4ch0§ + 2fT(%)zco(2m —1) = (L+2m)(f - 2ch0(%>2) =0.(19)

8frreg—|— — —=
frrcg A[ A2 A3 ]
This is the modified Raychaudhuri equation, and by setting m = 1 in the ¢y parameter, the
above equation is reduced to the same equation in isotropic universe, i.e. FRW metric [37] .
By the way, it is explicit, that the corresponding Hamiltonian to Lagrangian £ is given by

oL .
H= Z 23~ L. (20)

Replacing (Eq.14) into (Eq.20), one can rewrite the above Lagrangian density as follows
H = 2fp A2 Leg A2 — AYPE(f — f1T) + pony- (21)
Using the zero energy condition, H = 0, [36, 35, 39], we get
—2fp A*" g A%+ ATPP(f — frT) = g (22)

where, it is clear again that by taking m = 1 in the ¢y parameter, the above equation end
up to one in the modified Friedmann equation, i.e. the f(7') gravity at FFRW metric. As
a result, we have found that the point-like Lagrangian obtained in (Eq.14) can yield all the
correct equations of motion in anisotropic universe, that taken m = 1 in the ¢y parameter
recovered what is in isotropic universe, i.e. the f(7') gravity equation in F'RW metric.

4 Noether Symmetry in f(T ) Theory at Anisotropic
Universe

As mentioned, one can find the exact solution to the given lagrangian by using Noether
symmetry theorem. So in this section, we would like to investigate Noether symmetry in
f(T ) theory in anisotropic universe. Following references [36, 35, 37] , the generator of
Noether symmetry is a killing vector

0 o .0 -0

X:a%+5%+a£+5875’

(23)
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where «, 3, both are the function of the generalized coordinate of A,T. Requirement of
Noether symmetry is that Lie differentiation with respect X to be zero. Hence we get

15) .
(6% (%

Therefore, based on Noether symmetry theorem, there should be a motion constant, so-called
Noether charge [36, 35].

oL oL oL .
Qo = ;ai@ = aﬁ + T a(dfrA*™ ey A) = const, (25)
where setting m = 1, ¢y = —3 in the above equation, recovered the same equation in [37] to

isotropic universe. We know that Lx £ = 0, meaning L is constant along the flow generated
by X, i.e. (Eq.24[39]. Therefore, evaluating (Eq.24) is a second degree function from A, T,
whose coefficients are functions of a and T only. Hence, they have to be zero separately.
So, replacing (Eq.13) into (Eq.24) and using the relations & = da/DAA + da/OTTand
B=0BJ/0AA + dB/OTT yield

a(l+2m)(f — frT) + 20(2m — 1)fT(§)2co — BAfrrT + 28 frr A2 A eo+

o . .
A58 fr AP AT e + A T AA 0 =0 (26)

As mentioned above, the coefficients A2, T'A should be zero, as a result, we get

Oa
2(om — 1) fr A0+ 28 frr A~ 4 40 fr AT =0, (25)
a(l+2m)(f — frT) — BAfrrT = 0. (29)

It is explicit that solutions of (Egs. 28, 27,29)are given if the explicit form of a, S are
obtained, and if at least one of them is different from zero, then Noether symmetry exist[35].
From (Eq.27), it is clear that « is independent of T', so it is merely a function of A. In
addition, from (Eq.29), we get

a(l+2m)(f — frT) = BAfrrT. (30)
By substituting (Eq.30) in to (Eq.28), we get
O

202m — 1) frTA %o+ 2a(1 + 2m)(f — frT)A™* + 4fTA‘1Ta—A =0. (31)

By separation of variables, one can transform the above equation to two independent differ-
ential equations as follow

A da 1+2m
_ A _(1+2m)f (32)

a 0A 2fTT
Since Right and left hand side are independent, hence, they must be equal to a same constant,
that fore convenience, we set % As a result, (Eq.32) is separated into two ordinary
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differential equations as

A da 14 2m

1- == = 33
a 0A on (33)
142 1+2
(L+2m)f _ 1+ m (34)
2fTT 2n
It is readily obtained the solutions of these two above equation as follow
f=uT", (35)
o= a0A27L721;2m7 (36)

where, again the above equation is reduced into the same equation in isotropic universe
by setting m = 1, i.e. [37]; hence it is the desired one and u, g are integral constants.
Substituting (Eqs.35, 36) into (Eq.30) we get

app(l+2m) | _1iem

B = A= ST (37)

n
Up till now, we obtained the non-zero solution of f(T'), «, 8. Therefore, Noether symmetry
exists in anisotropic universe on Bianchi type I. Now, we try to obtain a solution of scale
factor for this f(7') function. Hence substituting, the (Eqs.35,36,37) into (Eq.25) yields

Ade = (23, (38)
Co
where, ¢1 = (Qo/4uncoa)/" 1 cy = %. It is readily obtained the solution of
(38) as follow
A=) a (D) -] 7, (39)
0

where c¢3 is integral constant. From requirement a(t =0) = 0, it is easy to see that the

1 : i
constant cg is zero. As a result, A ~ tT+ez. Therefore, as mentioned, relation between scale

factor a and component metric A in anisotropic Bianchi type I with assuming, B = C = A™
is a® = (ABC) = A'*2™ hence

142m

a ~ 130+e2) (40)

Note that, requirement of positive expansion, d > 0 requiring a constrained between the n
and m, parameter as following

3m

—1< .
" 1+ 2m

(41)

It is clear, that one can readily obtained physical quantity corresponding to the exact solution
a and f(T) namely, H, H, 02, and equation of state w, that in this work, it is not our scope.

5 Discussion

As it is well known, symmetry plays a crucial role in the theoretical physics. On other hand,
the Noether symmetry is a useful procedure to select models motivated at a fundamental
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level, and discover the exact solution to the given lagrangian. In this work, Noether sym-
metry in f(T) theory on A spatially homogeneous and anisotropic Bianchi type I universe
have considered. We have addressed the Lagrangian formalism of {f('T ) theory in anisotropic
universe, and a Lagrangian form was obtained. The point-like Lagrangian was clearly con-
structed. The explicit form of f(T) theory and the corresponding exact solution were found
by requirement of Noether symmetry and Noether charge. A power-law f(T), have obtained
in the anisotropic universe with power- law scale factor, that can satisfy the requirement
of the Noether symmetry. It was regarded that positive expansion is satisfied. Our main
conclusions can be summarized as follows

e A exact solution have been obtained to f(T'),a(t), that is reduced to those value in
FRW metric with selecting the m parameter, equal one, i.e. m =1 and ¢g = —3

e Requirement of positive acceleration have obtained a constrained between m and n

: 3m
parameter, i.e. n — 1 < ;79—

e To regain the equation lagrangian form in the FFRW metric, it was required ¢y #
0,-2/7.

e It was obtained a energy density matter form by the zero energy condition, H = 0,
e We have obtained exact solution of scale factor a by Noether charge condition.

e At last,we have seen that the resulting f(T ) theory from Noether symmetry can be
study in anisotropic universe that may be, plays an important role at early universe.
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Effect of random telegraph noise on entanglement
and nonlocality of a qubit-qutrit system
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Abstract. We study the evolution of entanglement and nonlocality of a non-interacting
qubit-qutrit system under the effect of random telegraph noise (RTN) in independent
and common environments in Markovian and non-Markovian regimes. We investigate
the dynamics of qubit-qutrit system for different initial states. These systems could
be existed in far astronomical objects. A monotone decay of the nonlocality (entan-
glement) is found in the Markov regime, while for non-Markovian noise, phenomena
of sudden change (death) and revival occurs. We find that the preserving nonlocality
(entanglement) depends on initial state of the system in common and independent en-
vironments; so, we can not strictly conclude that independent or common environments
are more robust against the noise.

1 Introduction

A distinctive property of the quantum world is nonlocality which differs it from the classical
world. Nonlocality could be used in quantum information processing tasks to improve the
efficiency. It prepares a new classification for bipartite states, which might be useful in quan-
tum state steering [1]. In quantum mechanics the nonlocality shows itself in two different
scenarios, the Aharonov-Bohm effect and the entanglement (the Einstein-Podolsky-Rosen
correlations). Nonlocality in quantum usually refers to correlations which local hidden vari-
able theory can not describe them while nonlocality has been shown by Bells inequalities
widely [2]. Different measures have been proposed for detecting the nonclassical correla-
tions which can not be found by entanglement measures [3, 4, 5, 6]. On the other hand,
there are unavoidable interactions between system and its surround environment which in-
duces decoherence. Decoherence is the main factor which destroys quantum properties as
correlations, so investigation of evolution of quantum correlations on these systems sounds
interesting for making quantum device with high performance. The combination of general
relativity and quantum field theory predicts that black hole emits Hawking radiation [7, 8.
In some numerical simulations, spontaneous Hawking radiation emanates from an analogue
black hole in an atomic Bose-Einstein condensate which is stimulated by quantum vacuum
fluctuations[7, 8]. They observe some correlations and entanglement between the Hawking
particles outside the black hole and the partner particles inside. They find that the pairs
with high energy are entangled, while the pairs with low energy are not entangled so in
this paper we consider both states (entangled and separable states) [8]. The study of the
thermodynamics of interaction of black holes with entangled particles is very interesting
8,9, 10, 11, 12, 13].
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2 The model

Particles with spin-3 (two-level systems) and spin-1 (three-level systems) are called qubit
and qutrit respectively. Karpat and Gedik have been studied the evolution of quantum
correlations and entanglement for a qubit-qutrit system in common and independent envi-
ronments under the effect of classical dephasing noise in the Markovian regime [14]. So, it
seems interesting to study the dynamics of nonlocality and the entanglement of a qubit-qutrit
system under other classical noise sources as RTN. We consider a model of a qubit-qutrit
system which has been prepared in different initial states as entangled (pg), separated (pgs)
and Bell-like (pp) states. The system is under a random telegraph noise (RTN) of common
and independent environments in Markovian and non-Markovian regimes.

The Hamiltonian of the dynamics of the qubit-qutrit system under RTN is defined as [15]

H(t)=H*({t)oI” + 1" ® H? (1), (1)
where T4 (IB) is the identity operator in the subspace of qutbit (qutrit) and H4 (H?) is
the single qubit (qutrit) Hamiltonian which is defined as

HA (1) = wgT? + v ¢4 (1) 5.7 (2)

HE (t) = w18 + v (B (1) 8.5,
Where h = 1, so wg' (wf) is the energy of system A (B) in absence of noise, s2 (SB) is
spin—% (spin-1) operator in z direction and the system-environment coupling constant is v.
The Hamiltonian given in Eq. (1) is stochastic because of randomness of the parameter

¢AB)(t). This parameter describes a fluctuator which flips between the values +1 randomly
with rate v so the quantum states evolves stochastically.

t
Random phase factor is (B (t) = —v [ ds ¢AB)(s). One can get the qubit-qutrit density
0

matrix by the average over the random phase factor as p(t) = <<p(apA (1), @B(t))>wA> . [15].
%)

The autocorrelation function is (6¢AB)(£)6¢A(B)(0)) = e The ratio of the system-
environment coupling (v) and the switching rate () shows the non-Markovian and Marko-
vian behaviors of system. For v > ~ (or a = % > 1), the system is in non-Markovian
regime, while for v < v (or a = % < 1), it is in Markovian regime. The noise parame-
ters of the qubit and qutrit ( ¢4(t) and ¢B(t)) are different for independent environments
(¢A(t) # ¢B(t)) while they are same for common environment (¢4 () = ¢B(t) = ((t)). The
average phase factor expresses as

A (t)= et [cosh(&nyt) + ;sinh(ényt)] v > nv (3)
et [cas(ém,t) + 57 sin(ém,t)] v < nv,

where d,, = v/|(nv)? —+2%| and n € N.

The initial state of qubit-qutrit system could be defined as Bell-like state (pp), entangled
state (pg) and separable state (pg).

pp(x) =) (W], [¥)=Va[ll) +V1-=[33), (4)

pe(0) = g(\11><11|+|12><12\+|11><23\+|22><22\+|23><23|+|23><11|) (5)

1—-2p

T

(113) (13 + [13) (21] + [21) (13| + [21) (21])
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and

ps(0) = g(|11> (11 4+ |12) (12| 4+ |11) (23| 4 |22) (22| 4 |23) (23] + |23) (11] (6)
1—2r
2

+ |13)(21] +|21) (13]) + (113) (13] + |21) (21])

where 0 <2 <1,0<p< % and 0 <r < % For p = %, the state pg is separable.

The qubit-qutrit system is under RTN, its density matrices evolution for Bell-like initial
state and common and independent environments are

{ T 0000 \/mwe(c@]
0 00 00 0
(co) : 0 0000 0 :
s (0=, 0 0000 0 I ™
! 0 00 0 0 0 !
{mp’e(ce) 0000 -z J

Qubit-qutrit system evolution for entangled initial state in independent and common envi-
ronments are

[ p O 0 0 0 pFie]
0 »p 0 0 0 0
e = %i 0 0 1—2p' (1-2p)F*® 0 0 : -
0 0 (1-2p)Fie 1-2p 0 o |
! 0 0 0 0 p 0 |
{pFie 0 0 0 0 »p J
{ p 0 0 0 0 che-l
0 p 0 0 0 0
sl = %i 0 0 1-2p 1-2p 0 O :
0 0 1-2p 1-2p 0 o0 !
! 0 0 0 0 p 0 !
{pFCS 0 0 0 0 »p J

{ r 0 0 0 0 er}

0 r 0 0 0 0

. 1 : 0 0 1-2r rF¢ 0 0 :

W= 50 0 0 epe 1-20 0 0 1 ©)
0 0 o0 o r o0 |
LFZ@ 0 0 0o 0 r J
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[ r 0 0 0 0 che-l
0 r 0 0 0 0
| |
e 11 O 0 1-2r T 0 0
ps(t) = 5
21 0 o0 r 1-27 0 0o |
| |
0 0 0 0 r 0
{TF“ 0 0 0 0 r J

with Fi¢ = A2 (t), F¢ = Ay, (t) and n = 2 (n = 4) for independent (common) environ-
ments.
Evolution of entanglement

At first, we apply negativity as an estimator to quantify entanglement of the system which
is defined as

where 7;s are the eigenvalues of the partial transpose of pAZ with respect to the subsystem

” A77 [16]

The negativity has been obtained for different initial conditions of the system in indepen-
dent (common) environments. For initial Bell-like state, the negativity has been obtained
as

E(Be(ie) —9 |Fce(i6) ‘ m (11)

and for initial entangled state in independent (common) environments, the negativity is

1
B = S(p(F = 1) +[3p— 1| +[2p+ pF 1)), (12)
. 1 e ce ce ce
B = S0((F“) = 1)+ [2p = 14 p(F)| + [p — (F*)” + 2p(F*)’]

+ 2p(F)? —p — (F))).

For an initial Bell-like state (x = %), Fig. 1.a shows negativity for independent and common
environments for Markovian regime. It demonstrates when environments are independent
and the entanglement of the system is more robust. One can say when the qubit-qutrit is
coupled with a common environment, there is a kind of interaction mediator between qubit
subsystem and qutrit subsystem. For non-Markovian regime, phenomena of sudden death
and revival are demonstrated in Figl.b. One can see that in the common environment,
entanglement is more robust in comparison with case of the independent environments.

As Figs. 1l.c and 1.d show for the case p = %, entanglement in common environment is
constant while in independent environments for Markovian regime has sudden death and for
non-Markovian regime has sudden death and revival entanglement. This behavior of system
seems a remarkable result of our work, because in before studies have been emphasized that
robustness of entanglement happens for independent environments in Markovian regime
and it also happens for common environment in non-Markovian regime. We investigate
entanglement of the system, for initial entangled state with p = 0.45. The evolution of
entanglement has been shown in Fig.1.c and 1.d for Markovian and non-Markovian regime
respectively. One can see that these figures verify previous studies.
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Figure 1: Comparision of negativity for common and independent environments. a,b: x = %, cdip =1
and e,f:p = 0.45. a,c,e « = 0.1 and b,d,f a = 10.
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Evolution of nonlocality

The nonlocality of a physical system shows quantumness which could be measured by mea-
surement induced nonlocality (MIN). This measure is defined as

N (p"7) = max ||p7 — T4 (p" 7)), (13)

the {II4} is projective measurements set which has been made of eigenstates of p4. For
any operator, Hilbert-Schmidt norm is defined as ||K|| = /tr(KTK). The spaces that have
all linear operators on H4 and H? respectively are L(H*) and L(H?). The L(H*) and
L(H?®) have orthonormal bases as X;(i = 1,2,...,m?) and Y;(j = 1,2,...,n?) respectively.
A bipartite state in H* @ H” can be written as

m2 2 2
p= m—]IA®]IB+Zz;xZX® +Z\F®yjy +§;t”X ®Y;. (14)

Where X; = ——, YV} = %, {X;i = 2,...,m?} and {Y;,j = 2,...,n?} are defined as

vm?

generators of SU(m) and SU(n), respectively. Coefficients in Eq. (14) are
x; = %Tr(pXi ®l,),y; = gTT(pHm ®X;) and t;; = %Tr(pXi ®Y;) (15)

=z, ¥=|y;] and T = [t;;]. For a 2 ® n dimensional system from Eq. (14) MIN, has
following form

N(pAB) = Tr(TT") — Anin (16)

Where TT" is a 3 x 3 dimensional matrix, and )\, is its minimum eigenvalue.
For initial Bell-like state in common and independent environments, we calculate nonlocality
as

N]c;(iE) — 8 x(Fce(ie))2 -8 ZCQ (Fce(ie)>2 (17)
4 )
+ g(x2 —x+1—min (3$(Fce(w)) —3a?(Feelo)2 22 — ¢+ 1))

The evolution of MIN for an initial entangled state in common and independent environments
is
Ng = 2p*(F)? 4+3—14p+17p° —min(9p® — 6p+ 1,p*(F)? — 2pF + 4, (18)
PP +1—4p+4p* p*(F)? +2pF® —4p°F + 1 —4p+4p?)
10p2(Fi€>2 _ 8 (Fle)Qp + 2 (F’ie)Q + 9p2 _ 6p + 1
min (9]92 _ 6]9 4 17p2(Fie)2 -9 (Fie)Qp + (Fi6)2,9p2(Fie)2 —6 (Fie)Qp + (Fie)Q) .

ie
NE

For an initial state with zero entanglement (separable) in common and independent envi-
ronments, MIN will be

N = 2r3(F)? +117% —6r+1 (19)
— min[97"2767"+1,7"2(Fce)2f27“2F‘:€+r2,r2(Fce)2+2r2Fce+r2]
N& = 4r*(F)?+9r> —6r+1—min [0,47°(F*)%, 97 — 67 +1].

One can find from Fig 2.a, evolution of nonlocality for initial Bell-like state with = = %
in Markovian regime which shows that nonlocality in independent environments are more
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robust than common type. With the passage of time nonlocality goes to a fixed value in
both types of environments. For non-Markovian case, Fig. 2.b shows that in common and
independent environments, MIN has sudden change and revival. In the case of common
environment, MIN is more robust than independent environments against the noise. These
behaviors of MIN are the same with entanglement behaviors which have been studied in
previous section.

We demonstrate in Fig 2.c that nonlocality decreases monotonically and at the final stage,
it goes to a fixed value in Markovian regime. In non-Markovian regime, MIN has a sudden
change and revival behavior. In the common environment, nonlocality of the system is more
robust than independent environments in two regimes (Markovian and non-Markovian). We
remind that for a separable initial state, entanglement is zero while there is nonlocality.

Result

We have shown the evolution of entanglement and nonlocality for different initial states and
different conditions. Our finding shows that for a separable state, there is nonlocality but
entanglement is zero. Robustness of entanglement and nonlocality, in common or indepen-
dent environment, depend on initial state for Markovian regime. This result is different
from results of previous studies. While for non-Markovian case in common environment, en-
tanglement and MIN are more robust than independent environments which are interesting
results of our work.
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Abstract. We have conducted an optical long-term monitoring survey of the majority
of dwarf galaxies in the Local Group, with the Isaac Newton Telescope (INT), to identify
the long period variable (LPV) stars. LPV stars vary on timescales of months to years,
and reach the largest amplitudes of their brightness variations at optical wavelengths,
due to the changing temperature. They trace stellar populations as young as ~ 30 Myr
to as old as ~ 10 Gyr whose identification is one of the best ways to reconstruct the
star formation history.

The system of galactic satellites of the large Andromeda spiral galaxy (M 31) forms one
of the key targets of our monitoring survey. In this first paper in the series, we present
the first results from the survey in the form of a census of LPV stars in Andromedal
(AndI) dwarf galaxy.

Photometry was obtained for 10585 stars in a 0.07 square degree field, of which 116 stars
were found to be variable, most of which are Asymptotic Giant Branch (AGB) stars.
Our data were matched to mid-infrared photometry from the Spitzer Space Telescope,
and to optical catalogues of variable stars from the Hubble Space Telescope.

Keywords: stars: evolution, stars: red giants, supergiants, stars: mass-loss, stars:
oscillations, galaxies: individual: Andromedal, galaxies: stellar content

1 Introduction

Dwarf galaxies are the most common type of galaxies in the Universe, and the building blocks
of more massive galaxies in hierarchical formation scenarios. The great variety in terms of
stellar mass, luminosity, gas content, metallicity and surface brightness reflect the complex
dynamical and astrophysical processes that drive galaxy evolution. Also, they represent the
smallest scales on which astronomers are able to detect dark matter [1, 2, 3, 4, 5]. Therefore,
their study is crucial for improving the cosmological models and our understanding of galaxy
evolution. Naturally, our home, the Local Group (LG), is the best place to study dwarfs
since their individual stars can be resolved and evolutionary histories can be derived in great
detail.

The LG comprises dwarf galaxies of all diversity: dwarf spheroidals (dSphs), dwarf
irregulars (dIrrs), and transition (dTrans) galaxies. DSphs are found in denser environments
and have lower luminosities than dIrrs. They show no evidence of recent star formation
(within the last 200 Myr). DTrans are located in similar environments occupied by dlrr
galaxies; however, their luminosity and the star formation history are more comparable to
dSphs [6, 7, 8, 9, 10, 11].

19
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We have conducted an optical monitoring survey of the majority of dwarf galaxies in
the LG, with the Isaac Newton Telescope (INT) for a duration of three years [12]. Our
main objective is to identify all Long Period Variable stars (LPVs) in them. Then, we can
determine the star formation histories from the mass function of LPVs, with a method that
we successfully applied in some of the LG galaxies [13, 14, 15, 16, 17]. The most evolved stars
with low to intermediate birth mass, 0.8 — 8 Mg, at the tip of the Asymptotic Giant Branch
(AGB), and somewhat more massive red supergiants (RSGs), show brightness variations on
timescales of =~ 100 to > 1000 days due to radial pulsations and this makes them powerful
tools to trace stellar populations as young as ~ 30 Myr to as old as the oldest Globular
Clusters.

In this paper, we present a first census of LPV stars in Andromedal (AndI) dwarf
galaxy with data from our survey. AndI is a bright dSph (My = —11.8 +0.1) mag [18],
that was initially discovered on photographic plates by van den Bergh (1972). It lies some
3.3° from the center of M 31 at a position angle of ~ 135° relative to the M 31 major axis
[19]. Counsiderable efforts have been made to study the structure and properties of AndI.
For instance, McConnachie & Irwin (2006) have shown that AndI is a strongly disrupted
satellite of M 31. Also, they have derived some of the structural parameters such as position
angle (22 4 15 deg), ellipticity (0.22 & 0.04), tidal radius (10.4 + 0.9 arcmin) and half-light
radius (2.8 arcmin) for this galaxy [18]. Kalirai et al. (2010) with spectroscopic data of
AndT have calculated the mean radial velocity 375.8 + 1.4 km/s and intrinsic dispersion
velocity 10.6 = 1.1 km/s. They determined a metallicity of —1.45 £ 0.04 using theoretical
isochrones [20]. Recent studies have shown that a large fraction of the M 31 dwarf galaxies
such as And I have extended star formation histories, and appear inconsistent with an early
truncation of their star formation histories [21].

The distance to AndI has been determined via several methods. Da Costa et al. (1996)
determined a distance of 810 & 30 kpc by using Horizontal Branch stars, i.e. a distance
modulus 24.554+0.08 mag [19]. By using the tip of the red giant branch (RGB), McConnachie
et al. (2004) found a distance of 735+ 23 kpc, i.e. a distance modulus 24.33 +0.07 mag [22].
However, Conn et al. (2012) revised this to g = 24.31 & 0.05 mag. Martinez-Vdzquez et al.
(2017) calculated the distance based on the properties of the RR Lyrae stars and several
independent techniques [23]: the reddening-free period-Wesenheit relations (24.49 + 0.08),
the luminosity-metallicity (My versus [Fe/H]) relation (24.54 £0.16), the first overtone blue
edge relation (24.49 £+ 0.10) and the RGB tip method (24.49 £ 0.12) [24]. In this paper, we
adopted the last one, i.e. a distance modulus 24.49 + 0.12 mag.

This paper is organized as follows: In Section 2, we describe the observations performed
for this data set. Section 3 explains the data reduction and photometry method. The quality
of data is discussed in section 4 and our method to detect LPVs is presented in Section 5.
The discussion follows in Section 6.

2 Description of observations

Over the period June 2015 — October 2017, we used the Wide Field Camera (WFC) to
conduct a survey of the majority of dwarf galaxies in the LG. The WFC is an optical mosaic
camera at the 2.5m Isaac Newton Telescope (INT) of the Observatorio del Roque de los
Muchachos (La Palma). It consists of four 2048 x 4096 CCDs, with a pixel size of 0.33
arcsec/pixel. The edge to edge limit of the mosaic, neglecting the ~ 1’ inter-chip spacing,
is 34.2".

LPVs vary on timescales from ~ 100 days for low-mass AGB stars to ~ 1300 days for
the dustiest massive AGB stars. Although we are not aiming to determine accurate periods,
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Table 1: Log of WFC observations of AndI dwarf galaxy.
Date (ymd) Julian date Epoch Filter texp (sec) Airmass
2016 02 09 2457428.3494 2 1 60 1.475

2016 06 14 2457553.6758 3 1 60 1.612
2016 08 10 2457610.6268 4 1 60 1.086
2016 08 12 2457612.6985 4 |4 80 1.014
2016 10 20 2457681.6113 5 1 60 1.189
2016 10 20 2457681.6286 5 Vv 80 1.263
2017 01 29 2457783.4433 6 1 60 2.393
2017 08 01 2457966.7014 7 1 60 1.018
2017 08 01 2457966.7174 7 V 80 1.014
2017 09 01 2457997.5625 8 1 60 1.087
2017 09 01 2457997.5799 8 Vv 80 1.054
2017 10 06 2458033.4097 9 1 60 1.286
2017 10 08 2458034.5389 9 v 80 1.014

to identify the LPVs and to determine their amplitude and mean brightness, we required
monitoring over several epochs, spaced by a month or more. The first epoch was June 2015,
and the last was completed in October 2017. Unfortunately, we could not obtain data in
October 2015 due to bad weather conditions and we observed a total of 9 epochs.

Observations were taken in the WFC Sloan 7 and Harris V filters. We selected i band
because the spectral energy distribution (SED) of cool evolved stars peaks around 1 pm, thus
enhancing the contrast between the LPVs and other, warmer stars. Also, the bolometric
correction needed to determine the luminosity in this band is smallest and least dependent
on the colour and hence most accurate, and the effects of attenuation by dust are minimal.
For monitoring the variations in temperature — and thus radius' — and to have more accurate
SED modeling, we also observed in V' band on several occasions to obtain colour information.

We chose exposure times that yield sufficient signal-to-noise (S/N) to detect small
changes in magnitude at different epochs. ¢ band amplitudes of pulsating AGB stars are
> 0.1 mag. Therefore, we aimed for S/N = 10 for the faintest stars, equivalent to the tip of
the RGB. In order to cover the chip gaps of WFC and increase the S/N, the galaxy is ob-
served 9 times with offsets of 30” between the pointings each night. Additional observations
were made of fields with photometric standard stars to be used for photometric calibration.
The details of the observations used in this survey only for AndI dwarf galaxy are listed in
Table 1.

3 Data processing

The raw images can not be used for scientific analysis before they are combined, calibrated
and corrected for artefacts. For this data reduction process, we used THELI (Transforming
HEavenly Light into Image), an image processing pipeline for optical images taken by multi-
chip (mosaic) CCD cameras [25]. It consists of a number of shell scripts that each perform a
specific task and can be run in parallel on multi-chip CCDs. At first, image files are separated
into frames of the individual chips (4 CCD chips in a WFC mosaic) and from then on,
work is done on individual chips rather than whole images. Next, instrumental signatures

1Radius R and temperature T,g are related via the luminosity L by the well-known formula L =
2 _d
ArR°oT s
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Figure 1: The master WFC image of And I dwarf galaxy. The half-light radii is marked with
blue ellipse.

are removed from the data: the electronic offset (bias), pixel response and instrumental
throughput variations (flatfield) and interference in the back-illuminated thinned detector
chip, especially prevalent at the reddest wavelengths which more closely match the physical
thickness of the chip (frigne pattern). While this process is repeated for all of the optical
data, the subsequent step strongly depends on the scientific objectives and on the kind of
data at hand. The data can be combined, optimised for astrometric accuracy, or optimised
for automatised aperture photometry. Because of the crowded nature of the data in the
direction of AndT itself, it is more important at this stage to obtain accurate astrometry
because the photometry will be done based on fitting and subtracting the individual stellar
images.

Fortunately, in the THELI pipeline more emphasis is put on precise astrometry than
precise photometry and it is perfectly suited to our goal. THELI uses the LDAC (Leiden Data
Analysis Center) catalogue format, astronomical object catalogues created by Erik Deul
and Emmanuel Bertin [26], and SCAMP package, astrometric tool developed in particular
for multi-chip cameras [27], to create a full astrometric solution taking into account the
gaps between the chips and overlapping objects. A useful feature of THELI is that it creates
weights for individual frames. The weights are created based on the normalized flats. They
mask defects such as cosmics and hot pixels in the images. The responsibility of the pipeline
ends with the co-addition step. Sky background calculated with the SEXTRACTOR (software
for source extraction) package [28] is subtracted from all frames and finally, the SWARP
package [29] in THELI creates a co-added image using a weighted mean method [30].

To perform photometry in our crowded stellar field, we used the DAOPHOT/ALLSTAR
software developed by Peter Stetson (1987). This package employs a Point Spread Function
(PSF) method [31]. After identifying stars (from peaks above the noise) and obtaining
aperture photometry for them, about 50-70 isolated stars were chosen in each frame to
build an initial PSF model. By subtracting all but the PSF model stars from the frame, a
final PSF model was build. Then ALLSTAR subtracts all the stars of image with using PSF
fitting photometry along with the current best guesses of their positions and magnitudes.



Pulsating red giant and supergiant stars in Andromeda I 23

i(INT)—i(SDSS)

! ! ! !
16 18 20 22
i(INT)

20
i

Figure 2: Magnitude differences between INT catalogue and SDSS of AndI dwarf galaxy,
plotted against ¢ magnitude of our catalogue.

The individual images were aligned using the DAOMASTER routine, which computes the
astrometric transformation equation coefficients from the ALLSTAR results. We combined
the individual images using the MONTAGE2 routine [32] to create a master mosaic of AndI
(Fig. 1) and then a master catalogue of stars. This master catalogue was used as input for
ALLFRAME, which simultaneously performed PSF-fitting photometry on these stars within
each of the individual images. In this way, our final catalogue for AndI was made.

To determine aperture corrections to the PSF-fitting photometry, i.e. the difference be-
tween the PSF-fitting and large-aperture magnitude of these stars, we used the DAOGROW
routine [33]. It constructs growth-curves for each frame from which all stars had been sub-
tracted except the PSF stars. We then applied the COLLECT routine [34] to calculate the
aperture correction. We added this value to each of the PSF-fitting magnitudes using the
NEWTRIAL routine [35].

Photometric calibration was then performed using the NEWTRIAL routine. Zero points
were obtained for each frame based on the standard field observations. To obtain accurate
zero points in the Sloan 4 filter, we applied transformation equations derived from com-
paring Stetson’s compilation of the Landolt standard stars with the corresponding SDSS
DR4 photometry [36]. For frames obtained on nights without standard star measurements,
we adopted the average of zero points from other nights. Airmass-dependent atmospheric
extinction corrections were applied adopting the extinction coefficients determined for La
Palma [37].

In order to estimate the accuracy of calibration, we cross correlated the results with
the SDSS. The matches were obtained by performing search iterations using growing search
radii, in steps of 0.1” out to 1”, on a first-encountered first-associated basis but after ordering
the principal photometry in order of diminishing brightness (to avoid rare bright stars being
erroneously associated with any of the much larger numbers of faint stars). As shown in
Fig. 2, the result is consistent with good accuracy with SDSS catalogue within our desired
range (21 > ¢ > 18 mag, see below).

4 Quality assessment

To estimate the completeness of our catalogue, we used the ADDSTAR routine in the DAOPHOT
package [31]. This task can add synthetic stars to an image, either placed at random by the
computer or in accordance with positions and magnitudes specified by us. All photometric
are then applied to the new images and so the star-finding efficiency and the photometric
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Figure 4: The difference between the input stellar magnitudes and the recovered stellar
magnitudes from the artificial star tests.

accuracy can be estimated by comparing the output data for these stars to what was put in.

To avoid small number statistics in the artificial-star analysis without significantly chang-
ing the properties of the field (crowdedness), we added 300 artificial stars in each of 8
trials to the master mosaic and two of the individual frames in different bands in 1-mag
bins starting from ¢ = 17 mag until ¢ = 25 mag (for V' the same as i). Stars were po-
sitioned randomly in the image and Poisson noise was added. Then, we repeated the
DAOPHOT/ALLSTAR/ALLFRAME procedure on the new frames as described before. Once
the photometry was done and the final list created, we used DAOMASTER to evaluate what
fraction of stars was recovered. As one can see in Fig. 3, our catalogue is essentially complete
down to ¢ ~ 22 mag (near the RGB-tip, see below), dropping to below 50% at i = 23.6 mag.
The V-band reaches similar completeness levels but at ~ 0.1 magnitude fainter.

The result of estimating the accuracy of our photometry is shown in Fig. 4. The difference
between the input stellar magnitudes and the recovered magnitudes down to i ~ 22 mag
is very small, |Ai| < 0.1 mag, but it increases for fainter magnitudes. So, this photometry
is deep enough to meet the scientific objectives of our project of studying AGB stars and
RSGs, because they have i < 21.5 mag — except possibly for heavily dust-enshrouded cases,
which however are rare.
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Figure 5: Histograms of the variability index L, for several i-band magnitude bins. The
solid lines show Gaussian functions fitted to the histograms.

5 Variability analysis

For finding variable star candidates, we used the NEWTRIAL program [34]. This program
was introduced by Welsh & Stetson (1993) and developed further by Stetson (1996). In
this method, the observations are paired on the basis of timespan between observations such
that the observations of each pair have a timespan less than the shortest period expected
for the kind of the variable stars of interest (100 days or longer for LPVs). If within a pair
of observations only one measurement is available for a particular star then the weight of
the pair for that star is set to 0.5.
The NEWTRIAL program first calculates the J index:

J— S wy sign(Pr) /| Pl 1
k=1Wk

Here, observations ¢ and j have been paired and each pair k£ has been given a weight wy;
the product of the normalized residuals, P, = (9;0;)x, where §; = (m; — (m))/e;) is the
deviation of measurement ¢ from the mean, normalized by the error on the measurement,
€;. Note that J; and J; may refer to measurements taken in different filters (P = 6% —1if
i = j). The J index has a large positive value for variable stars and tends to zero for data
containing random noise only.
When we are dealing with a small number of observations or corrupt data we gain from
also calculating the Kurtosis index:
& Zisa |0

VT

K= (2)



26 Elham Saremi et al.

25
20
15 F

10 F

Variability index L

Figure 6: Variability index L vs. i-band magnitude. The dashed line indicates our threshold
for identifying variable stars, at L > 2.5.

The value of K depends on the shape of the light-curve: K = 0.9 for a sinusoidal light
variation, where the source spends most time near the extrema, K = 0.798 for a Gaussian
distribution, which is concentrated towards the average brightness level (as would random
noise), and K — 0 for data affected by a single outlier (when N — 00).

Also, there is a variability index that depends on both the J and K indices [35]:

L:JXK ilil’wi

— 3
0798 Wall ’ ( )

where Yw is the total weight assigned to a given star and w,y is the total weight a star
would have if observed in every single observation. We used L variability index for finding
variable stars in this paper. One reason for using it is that the lightcurves of LPVs have
shapes roughly between sinusoidal and triangular, and thus a kurtosis near 0.9-1. The L
index is weighted by that kurtosis, making it larger for such variations compared to more
random or erratic variations.

To determine the optimal variability threshold, we plotted histograms of the variability
index for several ¢-band magnitude intervals in the range 18-22 mag along with a fitted
Gaussian function to each of them. As shown in Fig. 5, while the Gaussian function is a
near-perfect fit to the symmetrical distributions at low values for L, the distributions show
a pronounced tail towards higher values for L. The departure from the Gaussian shape
occurs typically around L ~ 2.5. Fig. 6 shows how the variability index L varies with i-band
magnitude. The dashed line indicates our threshold for detected variability: L > 2.5.

The number of variable stars are suspect and we inspected all of the stars by eye. Some
of these stars are located near the edge of the frame and some others located on the site of
a saturated star in image, resulting in particularly poor photometry on several epochs with
distorted stellar profiles and therefore, they are unreliable. We removed these stars and thus
identified 116 variable stars in the And I. Two examples of likely long-period variability are
shown in Fig. 7, with a non-variable star for comparison. One of the variable stars was also
found to be variable at mid-IR wavelengths in the Spitzer monitoring survey DUSTINGS
[38] (cf. Section 6).

5.1 Amplitudes of variability

A measure for the amplitude of variability can be obtained by assuming a sinusoidal light-
curve shape. It is done by comparing the standard deviation in the magnitudes to that
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Figure 9: Estimated amplitude, A;, of variability vs. colour.

expected for a completely random sampling of a sinusoidal variation. The estimated i-band
amplitude of variability is plotted wvs. i-band magnitude in Fig. 8. Variability could have
been detected for A; > 0.2 mag. There is a clear tendency for the amplitude to diminish with
increasing brightness, which is a known [39, 40, 41] and to some extent understood [42] trend
for AGB stars. The amplitudes stay below A; ~ 4.2 mag and generally A; < 2.5 mag. Very
dusty AGB stars are known to reach such large amplitudes [39, 40, 41], but they are very
rare. One example of such star, #5054 is highlighted in Fig. 8 with a cross; its lightcurve is
displayed in Fig. 7 and it was also identified as a mid-IR variable by the DUSTINGS survey
[38]. The most interesting stars might be those three brighter than the tip of the AGB and
with amplitude about 0.3-0.4 mag. They could be very massive AGB stars undergoing Hot
Bottom Burning or RSGs and therefore, represent a “young” population (< 100 Myr).

The estimated i-band amplitude of variability is plotted vs. the V' — i colour in Fig. 9.
Stars towards redder colours have larger amplitudes. This is not surprising as large-amplitude
variability is known to be associated with abundant dust formation [39, 40, 41]. For the
DUSTINGS variable (#5054), we estimated V' > 23.7 and thus (V' —4) > 1.7 due to the
completeness limit in V-band (23.7 mag).

6 Discussion

Our final catalogue contains 10585 stars in the region of CCD 4 of WFC (11.26 x 22.55
arcmin?), with And I located near its center. Fig. 10 presents the spatial location of our
variable candidates. The half-light radii is marked with a blue ellipse. The density of
variable stars for the regions inside and outside the ellipse are 0.68 and 0.43 number /arcmin?,
respectively.

Colour-magnitude diagrams of this galaxy in i-band and V-band vs. (V — 1) colour are
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Figure 10: The master WFC image of And I dwarf galaxy with spatial location of our variable
candidates. The half-light radii is marked with blue ellipse.
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Figure 11: colour-magnitude diagrams showing the variable stars in green. The variable
stars with 4; < 0.2 mag are highlighted in blue.
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Figure 12: Distribution of all INT sources (black) and INT variable stars (red) as a function
of brightness and colour. we multiplied the variable stars’ histograms by 20.

shown in Fig. 11. The variable stars we identified are highlighted in green. These are mainly
found between ¢ ~ 18-22 mag, and as the stars get fainter, their number decreases. Some
brighter variable RSGs are found (around i ~ 16-18 mag), too.

Fig. 12 presents histograms of the distributions over brightness and colour. The largest
fraction of stars that are found to be variable occurs between i ~ 18-22 mag. As the
frequency of stars increases from i ~ 22 mag, the frequency of variable stars decreases.
This is probably because many stars have not yet reached the final phase of their evolution
and they will still evolve to higher luminosities and lower temperatures before they develop
large-amplitude variability.

To assess the level of contamination by foreground stars, we performed a simulation with
the TRILEGAL tool [43]. We simulated two different sizes of the field, a 0.07 deg? (about
the size of the entire CCD4 of WFC) and a 0.007 deg? (half the light of the galaxy), in
the direction (I = 121.68°, b = —24.82°). As shown in Fig. 13 the foreground stars have
contaminated our desired areas; therefore, the distribution of the population of AGB stars
and then the star formation history can not be obtained from colour-magnitude diagrams
alone. Because LPVs are relatively rare, and become rare still in directions away from the
Galactic plane, one could instead use the distributions over LPVs to chart the star formation
history, relatively free from foreground contamination.

The stellar population in the AndI dwarf galaxy can be described using isochrones
calculated by Marigo et al. (2008) (Fig. 14) [44]. The isochrones were calculated for AndI
metallicity, Z = 0.00069 [20]. The 100-Myr and 1-Gyr isochrones show consistency with the
red branch of INT variables. The 10-Gyr isochrone defines the location of tip of the RGB,
that here is 21.1 mag for ¢ band. These isochrones are the most appropriate theoretical
models for our purpose, for the following reasons:
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Figure 13: Estimated contamination by foreground stars (in red), from a simulation with
TRILEGAL [43]. In the left panel, a 0.07 deg? field is considered while in the right panel, we
have a 0.007 deg? field centered on And 1 (half the light of the galaxy).
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Figure 14: colour-magnitude diagram of (V' — ¢), with variable stars highlighted in green.
The variable stars with A; < 0.2 mag are highlighted in blue. Overplotted are isochrones
from Marigo et al. (2008) for AndI with a distance modulus of 24.49 mag [23].
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e The star’s evolution is followed all the way through the thermal pulsing AGB until the
post-AGB phase. Crucially, two important phases of stellar evolution are included,
viz. the third dredge-up mixing of the stellar mantle as a result of the helium-shell
burning phase, and the enhanced luminosity of massive AGB stars undergoing hot
bottom burning (HBB) [45];

e The molecular opacities which are important for the cool atmospheres of evolved stars
have been considered in the models of stellar structure. The transformation from
oxygen-dominated (M-type) AGB stars to carbon stars in the birth mass range M ~
1.5-4 Mg is accounted for [46];

e The dust production in the winds of LPVs, and the associated reddening is included;
e The radial pulsation mode is predicted;

e Combination of their own models for intermediate-mass stars (M < 7 Mg), with
Padova models for more massive stars (M > 7 M) [47]), gives a complete coverage
in birth mass (0.8 < M < 30 Mg);

e Magnitudes are calculated on a wide range of common optical and IR photometric
systems;

e The isochrones are available via an internet-based form in a user-friendly format.

6.1 Cross-identifications in other catalogues

We cross-correlate our INT variability search results with the mid-IR variability search per-
formed with the Spitzer Space Telescope [11] and also, with the variables catalogue obtained
with the Hubble Space Telescope (HST) data [23]. The matches were obtained by search
iterations using growing search radii, in steps of 0.1” out to 1”7, on a first-encountered first-
associated basis after ordering the principal photometry in order of diminishing brightness
(i-band/I-band for the optical catalogues, and 3.6-um band for the Spitzer catalogue).

DUSTINGS (DUST in Nearby Galaxies with Spitzer) was a 3.6 and 4.5 ym post-cryogen
Spitzer Space Telescope imaging survey of 50 dwarf galaxies within 1.5 Mpc that was de-
signed to identify dust-producing AGB stars and massive stars [11]. Using 2 epochs, spaced
approximately 6 months apart, they identified a total of 4 variable stars for And I. As a result
of cross-correlating, we obtained 5616 common stellar sources between our photometric cat-
alogue and the DUSTINGS survey in a 0.07 square degree field centered on AndI. As shown
in Fig. 15, all four of their variable stars are listed in our identified variables catalogue. We
found a few variables among the brighter red giants, including a red one, at [3.6] — [4.5] =1
mag. We did not find variables above the tip of the 10 million year isochrone, which is
consistent with there being no LPVs among stars more massive than those which become
RSGs. Also we did not find variables among the redder sources, [3.6] — [4.5] > 0.4 mag,
around [3.6] ~ 17 — 18 mag. Is it possible that these sources have only been detected in our
survey in one epoch, when they were near maximum brightness, so we could not determine
any variability.

Martinez-Vézquez et al. (2017) presented the ISLAndS (Initial Star formation and Life-
times of Andromeda Satellites) project, providing a census of variable stars in six M31 dSph
satellites observed with the HST. They detected 296 RR Lyrae stars in And I [23]. There
are 59 objects in common between their survey and ours, among which only two were iden-
tified by us as variable (Fig. 16). This illustrates that these surveys probe entirely different,
complementary populations — the oldest populations (ISLAndS) and the intermediate-age
and younger populations (our survey).
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Figure 15: Mid-IR colour-magnitude diagram from DUSTINGS survey, with INT variables
highlighted in green and the variable stars of DUSTINGS in red asterices. Isochrones from
Marigo et al. (2008) for 10 Myr, 100 Myr 1 Gyr and 4 Gyr are drawn.
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Figure 16: Optical colour-magnitude diagram showing the stars from the INT survey that
were and were not detected in the ISLAndS variability survey [23]. Two red points represent
common variable stars between the two surveys.
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7 Conclusions

We have presented the preliminary, initial results from our long-term optical monitoring
campaign at the Isaac Newton Telescope of a sample of the LG dwarf galaxies, namely for
the AndT satellite of M31. We found 116 variable stars, including a few among the brighter
and redder sources, some of which have also been detected at mid-IR wavelengths. This
indicates the presence of stars around a Gyr or younger in AndI, which contribute to the
replensihment of the interstellar medium within And .
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Abstract. The existence of outflow in the advection dominated accretion flows has
been confirmed by both numerical simulations and observations. The outflow models
for ADAF have been investigated by several groups with a simple self similar solution.
But this solution is inaccurate at the inner regions and can not explain the emitted
spectrum of the flow; so, it is necessary to obtain a global solution for ADAFs with
outflow. In this paper, we use a simplified global solution to study the structure
of ADAF in the presence of outflow. In this method which is proposed by Yuan et
al (2008, hereafter YMNO8), the radial momentum equation is replaced by a simple
algebraic relation between angular velocity and Keplerian angular velocity to avoid the
difficulty of the calculation of global solution. We consider the radial dependence for
mass accretion rate M = Moyt (r/Tout)® where s is a constant and we do not change
the other dynamical equations. We investigate the variation of physical quantity of
accretion flow which is caused by outflow. The results that we obtained comply with
our expectations from the influence of outflow on the structure of accretion flow.

Keywords: accretion; accretion disks; black hole; global solution; outflow

1 Introduction

Advection dominated accretion flow (ADAF) is an important model for black hole accretion.
In this model which is introduced by Narayen & Yi (1994, Abramowicz et al. 1995, Chen
et al. 1995), most of the energy is stored in the accretion gas and advected to the central
black hole. The ADAFs have high temperature and thermal stability and can explain the
hard X-ray emission from X-ray sources and AGNs. Also, because the advective nature of
these flows, they are especially good to explaining low luminous systems.

On the one hand, as Narayan & Yi (1994, 1995a) noted, this type of accretion flow have
an interesting feature that is the positive value for Bernoulli parameter. This parameter is
the sum of the gravitational potential energy, kinetic energy and the enthalpy of the flow.
When this parameter have a positive value, the gas can escape to infinity, and on the another
hand, for a given density at a large distance from the black hole (e.g., measured by Chandra
on 1” scales), the density close to the black hole is much less than the ADAF or Bondi
prediction (Yuan et al. 2003). Also, numerical simulations (Stone et al. 1999; Hawley &
Balbus 2002; Igumenshchev et al. 2003) indicate that a large fraction of accretion material
of the flow can not reach the central black hole and it is lost in the form of outflow. For
these reasons, the existence of outflows should be considered in ADAF models.

Outflow models for ADAF have been investigated by several group (Xu & Chen 1997;
Blandford & Begelman 1999; Beckert 2000; Xue & Wang 2005; Bu et al. 2009), in the frame
of a self similar solution. Self similar solution is only valid for the regions away from the
boundaries and does not match the boundary conditions of the flow; also, it is too simplified
for calculating the emitted spectrum; so, we need to obtain the global solution.
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Quataert & Narayan (1999) presented the global solution for ADAF with outflow for the
first time. They use the form M o r* to describe the accretion rate. In their investigation,
all dynamical equations of the flow do not change, except the continuity equation. They
calculated spectral models of ADAFs with outflow and compared their results with obser-
vations of several astrophysical systems. Also, Yuan et al. (2003; 2009) adopted the same
approach for RIAFs and hot accretion flows.

However, the global solution is a two points boundary value problem and technically, it
is difficult to solve. Because the difficulty of calculating the global solution, the effect of
existence of outflow on the structure of ADAFs has not been investigated any more.

In this paper, we focus on the structure of ADAFs in the presence of outflow rather
than the calculation of the emitted spectrum. By following the simplified global solution
which is introduced by YMNOS, we replace the radial momentum equation by a simple
algebraic relation between the angular velocity and Keplerian angular velocity of the flow.
In this way, we avoid the two points boundary value problem and the consequently, the
approximate global solution for ADAF with outflow can be obtained.

We present the basic equations in section 2, and numerical results in section 3. Section
4 is devoted to a short summary. We should note that the effect of outflow on the angular
momentum and energy equations is ignored here. Since the most important effect of outflow
is to modify the density profile, we do not expect this treatment to cause a remarkable
change on our results.

2 Basic Equations

We consider an advection dominated accretion flow which is axisymmetric and steady state

(% = % = 0). The Paczynski & Witta potential ¢ = —(T,Ci”r[) is adopted to mimic the
g
2GM

geometry of a Schwarzschild black hole where M is the mass of black hole and r, = =7
is the Schwarzschild radius. Also, the hydrostatic equilibrium in the vertical direction is
assumed; so, we have a heghit-integrated set of equations. In this formulation, all physical
quantities are functions of only the cylindrical radius.

To take into account the role of outflow, the continuity equation must be modified. So,
we consider the dependency of the mass accretion rate on radius as follows (Blandford &
Begelman 1999)

M = —4xrpHv, = Mout(L)s (1)

Tout

where M,,; is the mass accretion rate at the outer radius and s is a parameter that
indicates the strength of outflow. All the other quantities have their usual meanings.
The other equations that describe the structure of flow are

dv, o 9 1dp
vy o= (= Q5 )r S (2)
v (U2 — ) = —arcﬁ, (3)
de;  pidp, v
(Gt = B3P = =00 — (4)
de, e d _
pvr( _]L_p):6q++Qie_q . (5)

dr p2dr
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In these equations, €;(e.) is the internal energy of ions (electrons) per unit mass of gas
and p;(pe) is the pressure due to ions (electrons) which is defined as

1 kT, 1 kT

€e = —_—, € = —_—, 6
Ye — 1 pemp vi — 1 pimp ©)

p k p k
p/L - - 77’1’7 pe - e (7)

[t; M [te MU

The g7 is the net turbulent heating rate and the quantity ¢ determines the fraction heat-
ing rate that directly heats electrons. ¢;. describes the energy transfer rate from ions to elec-
trons by Coulomb collision and ¢~ is the radiative cooling rate that includes bremsstrahlung
and synchrotron emission and their Comptonization (see Manmoto et al. 1997 for detail).

The set of dynamical equations includes two algebraic equations (1) and (3) and three
first order differential equations (2), (4) and (5). To solve these differential equations we
need to have the outer boundary conditions for v,., T; and T.. Also, because the transonic
nature of ADAF, the sonic point conditions have to be considered and the most difficult
part of this solution is to apply these conditions in the radial momentum equation.

By following YMNOS, we use a simple relation between angular velocity and Keplerian
angular velocity;

Q= fo (8)

where

fo r > 3r
f = { 7"—7‘9 g

3fo e < 3T

In this relation, fo is an adjustable parameter that YMNO8 defined it as fo = 0.33 for a
wide rang of M and a large value of a.
With considering this simple relation, the radial velocity become

—arc?

(fQr? —j)

By substituting the equations (1) and (9) into the energy equations and expressing the
isothermal sound speed ¢ in terms of ions and electrons temperature, we can obtain two
first order differential equations for two unknown variables T; and T,. If we have T; and
T, at the outer boundary, we can integrate these differential equations inward for a given
value of a and M. The other physical quantities such as p, v, and ¢y will be calculated
from the relations which they have with temperature. We use the the standard fourth order
Runge-Kutta method and solve the differential equations with initial conditions.

9)

v =

3 Results

In our calculations, we set M = 10Mg and § = 0.3. We examine our approach for different
values of s, @ and M. The conditions that we imposed at the outer boundary are the same
as in YMNOS.

Figure 1 shows the variation of the accretion rate as a function of radius for s = 0,
s =10.2, s =0.4 and s = 0.6. In this figure, the solid line indicates the case without outflow.
In the presence of outflow, as radius decreases, the accretion rate declines and for a powerful
outflow s = 0.6, only a few of material can be accreted on the black hole.
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Figure 1: Accretion rate as a function of radius. The solid line, dashed line, dash dotted line and
dotted line are related to s =0, s = 0.2, s = 0.4 and s = 0.6 respectively.

Figure 2 indicates the radial variation of cooling rate. ¢~ includes three radiation mech-
anisms, bremsstrahlung radiation, synchrotron radiation and their Comptonization. In the
outer regions of the flow, the bremsstrahlung emission is dominated while the synchrotron
and Comptonization are the main emissions in the hot inner regions [8]. The bremsstrahlung
emission is almost insensitive to the existence of outflow. As the figure 2 demonstrates, the
cooling rate in the outer radii dose not change with the increasing the value of s because in
these regions, the bremsstrahlung radiation is important and the effects of synchrotron and
Comptonization emissions are negligible.

From the studies on the emitted spectrum [12], we know that the synchrotron emission
decreases strongly with increasing s because when the value of s increases, the density and
gas pressure decrease, so it is produced a weaker magnetic field. With increasing s the
Compton power decreases strongly more than the synchrotron. In figure 2, we can see that
the total cooling rate significantly reduces with large value for s.

logr/r,

Figure 2

In figures 3 and 4, the profiles of ions and electrons temperature, radial velocity and
density for different values of @ and M, are shown. In figure 3, o = 0.1 and My, =
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103 Mpaq, and in figure 4, a = 0.3 and Mo = 1073 Mpaq. In figure 3, the radius of outer
boundary is 7y, = 104rg and boundary conditions are T; = 0.2T,;., T, = 0.19T,; where
Tyir = 3.6 X 1012(%9).

As we expected, the profile of density indicates an obvious decline in the presence of
outflow. When s = 0.6, the value of density in the inner radii is almost 102 times less than
the case without outflow. Also, the radial velocity decreases with increasing the value of s.
In the profile of radial velocity, the variation of sound speed with radius is illustrated too.
By comparing the profiles related to different value of s, we can realize that as s increases,
the sonic point moves in and comes close to the black hole.

The plot of ions temperature shows that when s increases, the ions temperature decreases.
From equation (4), we know there are two terms that affect the value of Tj, ¢* and ¢, and
from their definitions, we know ¢+ o M and ¢;e oc M2. Therefore, when the outflow exists,
these two terms decrease and reduce the ions temperature.

In the outer regions of the electrons temperature profile, there is a decline in temperature
when s increases. As we mentioned before, in these radii, the bremsstrahlung radiation
dominates and this radiation is unaffected by the outflow. By return to the energy equation
for electrons, we can see if ¢~ dose not change very much, the variation of two other terms
gT and g;. reduces the electrons temperature because they are the heating processes for
electrons and with increasing s, these terms decrease. By contrast, in the inner radii, the
cooling rate strongly decreases and this causes an increasing in electrons temperature. So,
for the region close to the black hole, we have a larger Te.

kgalgem™|
Chvléchlogic, fc)

log

loo T K

logT, (K

Figure 3: The variations with radii of density, radial velocity, ions temperature and electrons
temperature for s = 0, s = 0.2, s = 0.4 and s = 0.6 are represented by solid, dashed, dash dotted
and dotted lines respectively. The outer boundary is set at 10", with the boundary conditions of
T; =0.2T,;r and Te = 0.197;, and o« = 0.1 and Mout = 1073M6dd are fixed.

Figure 4 shows the variations of physical quantities in the presence of outflow for an
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another case. In this figure, the outer radius is ry,; = 102rg and boundary conditions
are T; = 0.6T,; and T, = 0.08T,;.. The parameters a and Mout have a larger value in
comparison with the case that was discussed in figure 3. So, the quantities ¢* and g¢;. have
larger values and the electrons temperature increases more clearly in the inner regions.

log (v, chlogic, )

lag T, ik

Figure 4: Radial dependency of density, radial velocity, ions temperature and electrons temperature
for s =0, s = 0.2, s = 0.4 and s = 0.6 are represented by solid, dashed, dash dotted and dotted
lines respectively. The outer boundary radius i8102rg and the boundary conditions are T; = 0.67;r
and T, = 0.08Tir. o = 0.3 and Mous = 107 Mega.

4 Summary

The observational evidence indicates the outflow exists in the accretion flow systems. For
this reason, the study of structure of accretion flow in the presence of outflow is important.
The spectral models for accretion flows with outflow have been investigated before in the
frame of global solution. In these studies, a power law function of radius has been considered
for the mass accretion rate and the other dynamical equations of the flow remain unchanged.
Also, in these works, the emitted spectra has been taken into account.

In this paper, we focus on the structure of accretion flow in the presence of outflow. To
overcome to difficulty of calculation the global solution, we use a simplified global solution
to obtain the dynamical structure of accretion flow. We consider an advection dominated
accretion flow and use a power law function for mass accretion rate to take into account the
role of outflow. In spite of the simplifications that we imposed, our results have a acceptable
agreement with the physical predictions.

Although if we want to have a full investigation, the other equations of the flow must
be modified and the effects such as the angular momentum and energy transfer should be
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considered; as Xie & Yuan (2008) noted, the most important effect of outflow is on the
density profile that is caused by the radial variation of mass accretion rate. If the strength
of outflow that is determined by s is fixed, all other effects of outflow can only produce
a difference for the density and temperature within a factor of ~ 2 [14]. So, we hope the
simple method we used does not cause the significant error.
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Abstract. By studying the properties of matter during heavy-ion collisions, a better
understanding of the Quark-Gluon plasma is possible. One of the main areas of this
study is the calculation of the magnetic field, particularly how the values of conductiv-
ity affects this field and how the field strength changes with proper time. In matching
the theoretical calculations with results obtained in lab, two different models for charge
density distribution inside ions is used. In this study, after explanation of some theo-
retical background, the magnetic field contribution of the spectators and participants
in Pb-Pb ion collision is calculated in a conductive medium and vacuum. Results are
compared using two different nuclear charge density models.
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1 Introduction

One of the main areas of modern theoretical Physics is the theory of Quantum Chromody-
namics (QCD for short). This theory studies the strong force which mainly acts between
quarks and gluons. As the name suggests, this plasma is a soup of quarks and gluons. As
predicted by this theory, matter at high energy changes into a quark gluon plasma phase.
Some theories state that the universe was in this state in the ”Quark Epoch”, 10712 until
10~° seconds after the big bang [12]. This is also most likely the state of matter at the core
of neutron stars [16]. This phase of matter is, thus, very interesting to study.

Since this phase transition is obtained at very high temperatures (thus high energies
as well), it can only be obtained on Earth in laboratories like CERN (see figure 1 for a
depiction of these experiments). At CERN, this state of matter is obtained by colliding
lead ions together at near the speed of light with the nuclei having energies of a few trillion
electron-volts each [2]. When two ions are collided together at very high speed, the result
will be quark-Gluon plasma (QGP for short) formation for a short period of time (A sketch
of the collision is shown in figure 1). Creating this phase of matter at these laboratories
helps to study the structure of hadrons at high energy and how the QGP is thermalized.
One of the steps in studying this medium is the study of its electromagnetic field. This thesis
will focus on the magnetic field in such a collision using two different models describing the
nucleon density.

Before describing the theory, it is useful to mention some characteristics of heavy-ion
collisions:

1) One of the characteristics of a heavy-ion collision is its centrality. Collisions are mostly
not head-on. Figure 1 again shows a sketch of an off-central collision. The center-to-center
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Figure 1: Right: Sketch of an off-central collision. For the spectators one integrates over the two
crescent-shaped parts of the two ions and for the participants, one integrates over the almond shaped
part in the middle and accounting for both the ion moving in the +z direction and -z direction Left:
The set-up of a heavy-ion collision

distance of the two ions is denoted by b. This constant expresses the level of centrality of
the collision.

2) As the two ions are travelling at 99.9999 percent the speed of light [4], the ions will
be strongly Lorentz contracted (contracted to 1 percent of their original size. See [8]). As a
result, in this paper we assume that the neutrons and protons reside on a flat disk as this is
an appropriate simplifying approximation.

3) As the collision is not head-on, there are two parts to the collision: the participants
(participating in the collision) and the spectators (not participating in the collision) [17].
As seen in figure 1, the participant part of the collision is the area where the two circles
meet and the spectators reside on the rest of the area of the two circles (representing ions).
In modeling the magnetic field of this plasma, we differentiate between these two parts for
reasons which shall be explained. We shall also compare their contribution to the total
magnitude of the field. The calculated magnetic field in this thesis will be an interpolated
function of proper time. Thus, we will also see how this field changes with time. Before
moving on any further, it is helpful to express that we use the Natural Units system in this
paper as it is widely used in particle physics. As for the constants used in this thesis, we
shall use the constants obtained by measurements taken at the Pb-Pb collision experiments
at CERN which started in 2010 [21].

1.0.1 The electromagnetic field of one charge in conductive environment

The environment around a quark gluon plasma has a certain conductivity. As we shall see,
this conductivity is such that it is negligible a very short time after the collision but it will
affect the magnetic field a very short while afterwards (perhaps as the value of conductivity
itself increases).

To find the expression for the Electromagnetic fields in this case, we first take Maxwell’s
equations with conductivity included. Then, we find the expression for the magnetic field.
Knowing the magnetic field at any point in space will also give us the electric field at that
point.

Replacing expressions from Maxwell’s equations and the expression for Z, we get the
equation for the magnetic field:

- _
VQB - aan - Jaaif = —evV X (25(z—vt)5(xL—wL))

Since the differential operators here are linear, we can use the method of Green’s function
to solve for B.
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And the B field becomes:

J1(bk,) k2 z_
eB — 2ae7n ( t)d d
// —|—k2—w2—ww h

Here, as the particle is moving at a speed very close to the speed of light, we can make the
simplifying assumption that v = ¢ = 1. In this case, the magnetic field will be:

Jl bkl kJ_ zw z—
eBy = 20em // i =Dy 1 d,,

From here, we proceed first by solving the integral over omega. This integral can be
solved using the residue theorem from complex analysis. According to this theorem, the
integral of a function over a closed curve is:

/f(z)dz = QWiERGS(f, CLk)

2
Where ay, are the poles of the function. Here, there is only one pole at % = w. So, we
get:

(tw(z—1)) k2
/ek27d = 21X Res(f, a = ~=)
(7 —w) Lo

Where the residue is:

Res(f,ar = k;) = Lim — 5 = Lel3

So, the integral becomes:

AT, .

eB, = / To(bk 1 )e s L - k2 dk

The integral over k; can be evaluated analytically:

b2

Qembo b2 __
em SA(t—2)

=50t

However, for a more accurate calculation, we take v # 1. Thus, in this case we have:

iw(Z—t)
Qem 2 € v
¢B, = Ty (bk )k 2dE / _ dw
Y T y/ 1(bkL )k dky o kf_—oﬂ—iaw

Qem . ) eiw(%ft)
eB, = gt Ji(bk )k dg 1 rs 2 —w = iowdw

In this case, we have two poles:

io\2v? 4k2
2 (/14 02/\21}2)

W4+ =
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Here, we pick only the w_ part as with the other one, the function for B would diverge.
Picking w_ and calculating the residue for this pole, we get for the field:

Qem, Jl(ka_)kie(_w’(%_t))
eBy - Ty/ 4k, 2 1/2 dkl—
o(1+ ;23552)

To calculate the integral, we first change the variables in the following way:

4k % du 1 4k
- (1 /2 o o AL
u=0+ 5z dk,  uo2X20?
4k, 2 oAU o2\2p2
2 1
—1l=—=— kL= —"—vVu2-1 dk, = d
Y 020202 + 2 Y L= 4k ydu

So, the field becomes:

bodv P a2 X\%? 2 P
eB, = O‘emg/m 2 VR L) VuP — 1 edt -5 g,

™ o2 \v

Putting the constant terms to the left side of the integral:

em (DoAY a2, bo A oa202 oy =
B, = G [Tt D) [ (TR ) e P Dy

2T 8

Now, we have the B field in terms of the normal variables (z,y, z,t) and v. However,
there is a more convenient coordinate system to describe heavy ion collisions. That system
uses 7 (proper time) , n (pseudo-rapidity) , = (distance from the center of the ion to where
we want to find the field) and ¢ (angel from x axes to the line of x ).

Pseudo-rapidity in natural units is a dimension-less coordinate which is similar to a
hyperbolic angel [21]. In this system of coordinates, instead of using speed, we use a similar
constant related to speed called rapidity Y. These variables are the experimental observables
in heavy ion collision experiments and thus are more convenient to work with [18]. The
transformations from Cartesian coordinates to the new coordinates are as follows:

T=14/12 - 22 n:arctanh(%) T =22+ y?

© = acrtan(y/x) Y = arctanh(%) 2 =Bt
And the other way:
t = 1Cosh(n) x=x1Cos(yp) y =x15in(p)

z = Tsinh(v) v = tanh(Y)

At this stage, one should consider taking into account the correct range for the variables.
As it can be seen, 7 = 0 corresponds to the t-axis and 17 = too corresponds to the light cone
(z =1t). As the results do not depend on the pesudo-rapidity window in which we initialize
the particles (as long as it is larger than the observed rapidity bins), for most studies, the
ammount —3 < 7 < 3 is sufficient [3]. This value is also within the window of pseudo-
rapidity calculations in ALICE [22]. For rapidity, we also use the value Y ~ 7.6 used in the
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Figure 2: Right: Plot of the number density function (equation 2.1) for Woods-Saxon model in
termsof x and y for lead ion the center of which is positioned at 1o = 3.5 . The Plot-Legendon
the right shows the relative value for the number density function for the correspondingcolour. As
we can see here, the density is highest at the center and lowest as we go to theborders of the ion as
expected.Left: 3D plot of the number density as a function of 2/, and ¢'. It is visible that along a
constang angel, as x increases, the number density decreases. This drop in density is similar to the
drop in Woods-Saxon potential as a function of x; as expected.

LHC experiments [1]. As for 7, we use the proper time until the time of thermalization. It
is known that the proper time of thermalization is about 0.5 fm [23].
This integral can again be calculated analytically:

2r(AN20%0?) A zyoa2u? [2 —3/4
eBy = %76“ )% \/;,B(QQ—F/BQ) " Kya(\/a? + 57)

Where

2 s
K3/2(z):;e (1+2)

1.1 Coordinate transformations:
The magnetic field in terms of the new variables is:
(\Sinh;Yb)l VA + 1)6A
A3 ’
where a = €2 /(4r) is the electromagnetic coupling constant, Y, = () is the rapidity of
the particle moving in the +z direction. We have also defined:

By (r.n, 1, 6) = asinh(¥;)(x1 cosd — ' cos o)

A= %(7’ sinh(Y;) sinh(Y, — ) — | sinh(Y3)|[VA

A=r2sinh®(Yy —n) + 2.2+ (@)} —2x 21 x 2, x cos(¢ — &)

We only take into account the y component of the field since we will be studying the field
evolution at around the center where this component is the main component of the field as
also stated by [8]. Knowing the Magnetic field, one can find the Electric field as follows:

EE;_(Tv U 'TJ_ad)) = eB;_(Tanw/L‘J_a ¢) COth(}/b - 77) 14

So now we have the x,y and z part of the Electric and magnetic field for one moving
particle in lab frame (calculations also carried out by [1] , [20]).
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2 Numerical Integration

At this stage, we have the contribution to the magnetic field for only one particle. Our aim
is to integrate over the contributions of the field from all the particles on the 2D ion discs
(see figure 2).

As we will see later, the integral, when found, will be a function of (5,7, ¢, 2, ). This
integral cannot be found analytically as it is too complicated. Hence, we use numerical
integration to find a good approximation to the integral.

In this section, we discuss the assumptions and models used to do this integration.
First, two different models for particle distribution functions inside the ions are introduced.
Afterwards some theories regarding relations with proper time are discussed. Finally, the
magnetic field is calculated using the two models and the results are compared.

2.1 Two Different Nuclear Distribution Function Models

To find the magnetic field of the moving ion, we have to add up the contributions due to all
the particles (see figure 1). For this purpose, we use two different models for distribution
of protons inside the nuclei. As we shall see, the hard-sphere distribution is more simplified
than the Woods-Saxon distribution which may be unrealistic in some situations. Thus, in
following the numerical calculation of the magnetic field, we use both these distributions to
compare them with previously obtained results.

2.1.1 The Woods-Saxon Model

The more accurate of the two nuclear Distribution Function models is called the Woods-
Saxon model where the number density of protons is given by the equation bellow (see also
[24] and [1]):

o

na(r) ——2.1

C14ed
Where R is the radius of the nuclei and r is the distance from the center of nuclei. The
values for constants are ng = 0.17fm ™! and d = 0.54fm and R = 7fm . The distance from
the center of nuclei in terms of the x-y-z coordinates is:

b 2
T+ = ($i§) +y?+ 22

Switching to the new coordinate system:

ry = \/(:E’L + bz’ Cos(¢')) + % + (z — 72Sinh2(n))

Figure 3 shows some plots of the number density function (2.1):

To get the density at any (z , ¢p ), we integrate over z (see the integral bellow). The
reason for the original z-dependence is due to the uncertainty in the position of each particle
along the z direction.

1 no
fLJ = — d2/72.2
pela) = 7 [ a0
Where N is the normalization factor. The values for constants are n0 = 0.17fm™3
and N = 1.6487 and d = 0.54fm. This integral is also of the type which cannot be
evaluated analytically and a numerical calculation must be done to evaluate a near-enough
approximation.
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Figure 3: Right: 3D plot of the number density as a function of 2, and ¢’. It is visible that along a
constang angel, as x increases, the number density decreases. This drop in density is similar to the
drop in Woods-Saxon potential as a function of x; as expected. Left: Plot of the number density
function (equation 2.1) for Woods-Saxon model in terms of x and y for lead ion the center of which
is positioned at 9 = 3.5. The Plot-Legend on the right shows the relative value for the number
density function for the corresponding colour. As we can see here, the density is highest at the
center and lowest as we go to the borders of the ion as expected.

2.1.2 Hard-Sphere Model

Another model for the density function of charges within an ion is the Hard-Sphere model
which is more simplified and easier to work with:

3
pr(al) = 2mR3

2
\/R2 — (a/, £b2’ Cos(¢)) + %2.3

2.2 A Note on Proper Time

One way to follow the numerical integration is to do so on the freeze-out surface. This
surface is a hyper-surface in space-time where hadrons are produced during the collision as
the matter cools down which is defined by a function Tf,eezez,] [21]. Calculation of the
magnetic field on this surface decreases the number of variables by one.

Another way, however, is to integrate for the magnetic field at any point in space-time
and not just the freeze-out surface. This way requires more computation time but is more
accurate.

2.3 Spectator Contribution

At this point, one has to differentiate between the spectators and the participants when
doing the numerical integration. For the spectator contribution, the amount of rapidity
does not change (the particles are not participating in any reaction and are assumed to
move with constant speed before and after the collision), but for the participants, it does
change. In our case for Pb-Pb collisions with center-of-mass energy per nucleon pair of
about 2 TeV, we take Y0 = 7.6 [22]. For the spectator contribution, we only integrate over
z'| and ¢’ as follows [1]:

SeB,, = -7 / de / i (@)0s (2 ) (1 — O (21))e Bz L da,

jus
2
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Figure 4: Left: Density plot of the Integrated density function (equation 2.2) for Woods-Saxon
model. The integral is approximated by numerical integration (see Appendix) and a function
P(z,,4') is obtained by interpolation. Right: the density-plot of the density function for Hard-
Sphere model in terms of x and y for lead ion. The Plot-Legend on the right show the relative value
for the density function for the corresponding colour. It is observed that the density is highest at
the center and lowest as we go to the borders, exactly as one would expect to get with a sphere
of uniformly distributed matter. However, as this model is more simplified, it also looks more
symmetric and perfect which may be an unrealistic model in some situations.

Where py(z')) describes the particle distribution function for a relativistic ion and

0_(z,) = O[R*> — (. — %i‘)Q]. We use Z = 82 as it is the atomic number for Lead nu-
clei which is used in heavy ion collisions at CERN. Here, z;, and x,,; describe the crescent
shaped loci where we find the particles which are either moving in the +z or -z direction
but not both and are described by the following functions [1]:

b / b2
Iin/out(qsl) = :F§COS(¢/) =+ R? — ZSZ'RQ(QS/)

The 6 functions account for charges moving in the opposite directions. Replacing these
functions by the magnetic field as a function of ¢,n, 2’|, 7 (moving in +z direction) and
T —¢,—n, 2’|, 7 (moving in -z direction) we get:

¢Bo, =7 / de / & pe (@) (B (m — g, —, 2, 7)) + (B (6, m, 'y, 7)) )dey

™
2

3 Results

3.0.1 Spectator Contribution with The Hard-Sphere Model

For the particle distribution function, we first use the hard-sphere model which is easier to
work with. This has been done before by [1] and is done here for comparison. Figure 5
bellow shows the results of the numerical calculation using the density function shown in
formula (2.3), with and without conductivity:

It is clear from the figure that the field is very strong at low values of 7 . In the short
moments before/during/after the impact of two ions in non-central collisions, there is a very
strong magnetic field in the reaction zone [5]. In fact, being of order of 10'® Gauss, these
fields are among the strongest magnetic fields in nature [3].
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Figure 5: Right: Plot of the interpolated function of B in terms of 7 at (zp = 0.001, ¢ = Z,
n = 0.1) with the exception of having non-zero conductivity (o = 0.023). Again, results are similar
enough to [1]. Left: Plot of the interpolated function of total B field in terms of 7 at (zp = 0.001,
¢ = 5, n = 0.1) in medium with zero conductivity. The maximum value of the field is 0.85fm ™2
which, upon conversion gives us 1.7 x 10'® Gauss. As expected, results are similar to [1]. The part
of the graph that is negative is a result of extrapolation and shall be ignored.

As can also be seen, these fields decay almost immediately (put the values in seconds).
However, including the effects of a conducting medium, the field decays slower (see also [5]
and figure 6 bellow).

3.0.2 Spectator Contribution with Woods-Saxon Model

To calculate the field using this model, we use the function obtained by interpolation (de-
scribed in section 2.1.1). Figure 7 bellow shows the obtained result with conductivity. The
maximum value here is about 0.95fm~2. Compared with the maximum value of about

0.84fm~2 it shows a higher but close-enough value.

3.0.3 Participants

Unlike the calculation of the B-field for Spectators where the rapidity Y does not change
(because they do not collide with particles from the other direction), for the participant
contribution to the field, we have to take into account the change in rapidity. Thus, to get
the total field we will also integrate over the distribution of Y given by the equation bellow
([8] and [9]).

a

_ aYy,
f(¥) = ZSinh(aYO)e 24

Where =Yy <Y, <Y [1] and Y0 ~ 7.6 and a ~ 0.5. Thus the total field will be [1]:

Yo % zin(d)l)
eByy=-2 y f(Ys)dy, / i CW/O p+ (27 )0+ (x1)(1 — (2 1))eBizidry
0 -3

3.0.4 Participants Contribution With The Hard-Sphere Model

As for the participants contribution to the Magnetic field using the Hard-Sphere model,the
maximum of the field is only about 0.065fm™!, i.e. about only a hundredth of the con-
tribution of the spectators. This is mainly due to the fact that there are less particles
participating in the collision.
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Figure 6: Figures 9 and 10 plotted together. The blue line shows the field without conductivity and
the orange line shows the field including conductivity. As can be seen, a conductive medium slows
down the decay of the magnetic field. In the very early times, the plot using a medium without
conductivity is more accurate as the conducting medium is not formed immediately as quarks take
some time to be created from the Glasma field [13]. Also we assumed that the medium does not
alter during the evolution of QGP, thus the usage of a constant value for conductivity. However,
as also seen from the graph, a decrease in conductivity due to expansion of the medium will only
increase the decay speed of the magnetic field [13].
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Figure 7: Right: Spectator contribution using Woods-Saxon Model (orange) and Hard-Sphere
(blue) plotted together. As seen, both are within the order of magnitude window of 10'® Gauss
which, in the realm of the strong fields produced as a result of heavy ion collisions, is close enough.
Left : Spectator contribution to the magnetic field using Woods-Saxon Model in conductive medium.

Figure 8: Left: Plot of the proper-time dependence of the magnetic field of the participants using
the Woods-Saxon model. right: Plot of the proper-time dependence of the magnetic field of the
participants using the Woods-Saxon model.
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3.0.5 Participants contribution with Woods-Saxon Model

Figure 8 bellow shows the same contribution using the Woods-Saxon model. Again, the
maximum value of the field is the same and about 0.065fm ! showing that the two models
produce similar results in the case of the participants.

4 Discussion

In heavy-ion collisions, the nuclei pass each other at very high velocity. In these high energy
situations, the confined matter inside the ions turns into the unconfined QGP. It is found
that the relativistically moving heavy ions, typically with large positive charges, carry strong
magnetic (and electric) fields with them. In the short moments before/during/after the
impact of two ions in off-central collisions, there is a very strong magnetic field in the reaction
zone. In fact, such a magnetic field is estimated to be of the order of 10'® Gauss, probably
the strongest magnetic field in the present universe [15]. Since the distances between the
nucleons are very small (i.e. very close to the reaction time and shortly afterwards), one
would expect that the magnetic field of such reactions is very high. As argued by [14],
observation of Lepton polarization can prove the existence of such strong fields in heavy-ion
collision experiments.

In this study, we employed a semi-analytical model taking relativistic heavy ions as two
Lorentz-contracted spheres of charge densities described by two different models. Ignoring
interactions of particles we have then compared the resulting magnetic field obtained as a
function of proper time. In our results we obtained the spectator contribution to the field
which at its maximum has the strength of about 1.7 x 10'® Gauss using the Hard-Sphere
model and 1.2 x 10'® Gauss for the Woods-Saxon model. We have also shown that the
contribution to the field from the participants is negligible and that taking into account the
conductivity, the field decays much slower.

Finally, we have argued that our results using the Woods-Saxon model match; in order
of magnitude and up to statistical fluctuations, to results obtained using the approximation
of a homogeneously-charged sphere by [1] , [13]. Therefore, we conclude that due to its
simplicity, the Hard-Sphere model for charge distribution is a good-enough approximation
when calculating electromagnetic fields in heavy ion collisions.

5 Potential topics for Further research

As we have seen, an enormous magnetic field can indeed be created in off-central heavy-ion
collisions. At this point, a topic for further research could be:

We have seen that the magnitude of the created magnetic field drops as a function of
proper time. This change in the magnetic field induces an electric field circulating around
the direction of B, by Faraday’s Law. This electric field in turn creates a current which
again induces an electric field in the z direction by the Lenz rule. Study of the effects of
these inductions on the evolution of the colliding system is an interesting topic for further
research (see also [14]).
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Abstract. In this paper, we present soliton-like solutions of the non-linear complex
Klein-Gordon systems in 141 dimensions. We will use polar representation to introduce
three different soliton-like solutions including, complex kinks (anti-kinks), radiative-
profiles, and localized wave-packets. Complex kinks (anti-kinks) are topological objects
with zero electrical charges. Radiative profiles are objects that move at the speed of
light and therefore, have a zero rest mass. They can be created in kink-anti-kink
collisions and vice versa. Localized wave packet solutions are non-topological objects
for which wave and particle behavior are reconciled in a classical way. For localized
wave packet solutions, the trivial initial phase imposes an uncertainty on the collision
fates.

Keywords: complex, non-linear, Klein-Gordon, soliton, uncertainty, kink, radiative-
profile, wave-packet.

1 Introduction

Nonlinear real Klein-Gordon (KG) systems in 1+ 1 dimensions with topological kink (anti-
kink) solutions have been suited for decades. The most well-known system in this area is
the integrable sine-Gordon (SG) system [1, 2, 3, 4]. There are many other systems with
kink solutions but are not as famous as the SG system [1, 5, 6, 7, 8, 9, 10, 11, 12, 13, 14].
In spite of wide studies in the real non-linear Klein-Gordon systems with soliton-like kink
(anti-kink) solutions, the complex versions were to some extent out of interest [15, 16, 17,
18, 19, 20, 21, 22, 23, 24]. An attempt in this line was the introduction of the complex kink
(anti-kink) and radiative profiles, specially for the complex SG system [24].

In general, complex KG systems (Lagrangian densities) are ones which composed of
complex fields. In other words, they are just special versions of the KG systems which are
functional of scalar fields (¢) and their complex conjugates (¢*). For complex KG systems,
it is easy to show that the conservation of electrical charge is satisfied generally. In fact, it
essentially originates from the U(1) symmetry of such systems. For a real KG system with
real scalar fields ¢ and standard kinetic terms 9,,p00" ¢, one can easily change it to a complex
version via the following transformations: ¢ — |¢| = R = \/¢¢* and 9,,p0"¢ — 9,00 ¢*.

In this paper, with a straightforward mathematical calculation, all soliton-like solutions
of the complex non-linear Klein-Gordon systems (CNKG) in 1+ 1 dimensions will be studied
generally. Complex kinks (anti-kinks), radiative profiles and localized wave-packets are three
types of soliton-like solutions which will be considered in details for all CNKG systems. For
such systems, two kinds of conserved charge, topological and electrical, can be defined.
All complex kink (anti-kink) solutions have the same rest mass and zero electrical charge

o7
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but non-zero topological charge. Radiative profiles, as is obvious from their name, travel
with the speed of light and have zero rest mass. Regarding radiative profiles, there is a
countless variety. They can be topological or non-topological, have zero electric charge or
non-zero one. Radiative profiles are created in collision between kinks and anti-kinks, and
this process could be happening in the opposite direction; that means in the collision between
two radiative profiles, kink-anti-kink pairs can be created.

Localized wave packet solutions, unlike the ordinary (linear) KG equations, do not dis-
perse and they do satisfy a relation similar to the de Broglies wavelength-momentum relation.
Two apparently contradictory aspects of quantum behavior, i.e. wave and particle behavior,
are reconciled in a classical way for such soliton-like solutions. There are a continuous range
of localized wave packet solutions which can be identified by different rest frequencies w,.
Some of them are not stable and they decompose into a pair of separate kink and anti-
kink. It will be shown that there is an uncertainty in the collision processes which is related
to trivial initial phases. For different initial phases, particle aspect of the localized wave
packets solutions remains unchanged, while the final behaviour in collision processes may
be drastically affected. All soliton-like solutions were shown to obey the famous energy-rest
mass-momentum relation of the special relativity.

We expect all CNKG systems to have similar features. Therefore, the complex ¢* system
as a special example of the CNKG systems in 1+ 1 dimensions will be employed. Fortunately,
we will find well-known analytical functions for its complex kink (anti-kink) and localized
wave-packet solutions. All numerical results in this paper will be prepared just for the
complex ¢* system. In fact, this paper is the complementary of the pervious paper [24]
which was specially about radiative profiles and complex kinks (anti-kinks) of the complex
SG system.

The organization of this paper is as follows: In the next section, we will introduce basic
equations for non-linear complex KG systems in two different but equivalent representations.
Sections 3, 4 and 5 contain a full discussion about complex kinks (anti-kink), radiative
profiles and localized wave-packet solutions respectively. Section 6, contains a numerical
study about complex kink-anti-kink collisions. In section 7, a numerical study will be prepare
for the stability and uncertainty in collisions for the wave packet solutions. The last section
devoted to the summary and conclusions.

2 Basic equations

In this paper, we use two different representations to introduce complex non-linear KG
systems and related details in 1 + 1 dimensions. Each of them can shed light on different
aspect of the systems, but they are equivalent.

2.1 formal representation

Based on what is done in Refs. [1, 15, 16, 17, 18, 19, 20, 21, 22, 23], the non-linear complex
Klein-Gordon systems can be generally introduced by the Lagrangian density as

L=0,0"0"¢ = V(|o]), (1)

where ¢ is a complex scalar field and V(R) represents a self-interacting potential that de-
pends only on the magnitude or module of ¢ (R = |¢|). Using the least action principle, the
dynamical equation for the evolution of ¢ can be obtained as follows:

_132¢ 82(;5_ o1, 0]
“2or o o 2 g

O¢ (2)
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The energy-momentum tensor corresponding to the Lagrangian density (1) can be calculated
using the Noethers theorem:

TH = 20M¢*20" ¢ — g" L, (3)

where g"¥ is the Minkowski metric tensor. Also, the related energy density has the following
form:

T = c(a,t) = 500" + 66" + V(o) @

where the primes and dots denote space and time derivatives respectively.
Simply, it can be shown that the conservation relation is valid for two four-vector currents;
the electrical current
jt =1in(¢"0" ¢ — ¢0"¢"), (5)
and topological current
JH = Ce*0,¢. (6)

Here e*” is an anti-symmetric tensor, C' and 7 are just constant numbers. Corresponding to
each of these currents, it can be easily shown that

+o0 +oo . .
¢= /_ joda = /_ in(6*h — ¢d*)d, (7)
and oo
Q= / oz = Clg(+00) — d(—00)], (8)

that we call them electrical and topological charges respectively, which are constants of
motion.

2.2  polar representation

Following the line of Refs. [1, 15, 16, 17, 18, 19, 20, 21|, we can change variables ¢ and ¢*
to polar fields R(x,t) and 6(x,t) as defined by

o(x,t) = R(x,t) exp[if(z,t)]. (9)

In terms of polar fields, the Lagrangian-density and field equations transform respectively
to

L = (0"RO,R) + R*(0"00,,0) — V(R), (10)
and
1dv
_ H -
OR — R(8"00,,6) Vi (11)
9, (R*9"0) = 2R(,R0"0) + R*(0"9,0) = 0. (12)

The related Hamiltonian (energy) density is obtained via the Noether’s theorem:
1 . . 1. )
e(z,t) = C—2R2+R2+R2(c—292+02) +V(R). (13)
The corresponding electrical current is
' = —2m(R*9"0), (14)

which according to field equation (12) is the conserved current.
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3 Complex Kink (Anti-kink) solutions

If the phase function #(x,t) is a constant, then equation (12) will be satisfied automatically

and equation (11) is reduced to
1dV

2dR’
which is the same as real non-linear Klein-Gordon equation with well-known kink and anti-
kink solutions. If R = p,(x) is the static kink (anti-kink) solution of the equation (15),
then a moving complex kink (anti-kink) solution with velocity v would be introduced in the
following form:

OR=-— (15)

d(x,t) = @y(x, t)ew = @o(E£y(z — vt — xo))ew. (16)

in which vy =1/4/1— Z—i, and x, is the initial position of the center of the kink (anti-kink).
Generally, to have kink and anti-kink solutions, field potential V' (R) must have at least two
successive non-negative vacuum points. For complex kinks and anti-kinks solutions (16), in
general, it can be shown that the electrical charge (7) is always zero and the topological
charge (8) will take the following final form:

Q = Ce”[ipu(+00) — pu(—00)], (17)

Moreover, using the energy-momentum tensor (3), it can be shown simply that in general,
these solutions satisfy the relativistic energy-momentum relations as we expect for a real
particle:

too 1. ,
B, =B, - / R+ R+ V(R)de, (18)
+oo +oo 1 ..
p= / Ty = / (= ddldz = ymov, (19)
oo e €

where E, = m,c? is the rest energy of kinks (anti-kinks).
A real KG system with kink (anti-kink) solutions is the famous (* system which is
identified by the following Lagrangian density:

L =0upd"p — (p* = 1)% (20)
Tts standard kink (anti-kink) solution is
o(x,t) = tanh(£y(x — vt — x,)), (21)

which varies between —1 and 1 (i.e. the successive vacuum points which are zeros of the
potential U(p) = (¢?—1)?). There are many works which studied the collisions and internal
structures of the real ¢* system [1, 5, 6, 7, 8, 9]. In this paper, we use this famous real KG
system (20) to build the complex version of that. Therefore, the complex ¢* system, as an
example of the CNKG systems, can be introduced as follows:

L= 0,60"¢" —[(R—1)* — 1] (22)

Note that, the module function R must be always positive. Therefore, according to Eq. (15),
to have a kink (anti-kink) solution, since a kink (anti-kink) solution varies from one vacuum
point to another one, we must use a modified version of the potential (instead of U(R) =
(R? —1)?) in such a way that R = 0,2 > 0 being vacuum points, i.e.

V(R)=[(R—-1)* -1 (23)



Soliton-like solutions of the complex non-linear Klein-Gordon systems 61

For this complex field system (22), the corresponding complex kink and anti-kink solutions
are
o(z,t) = [tanh(xy(z — vt — x,)) + 1] €. (24)

The related topological charge, if we choose C' =1, is
Q = +2¢", (25)

in which 4+ (—) is for kinks (anti-kinks). In the next sections, specially as an example of the
CNKG systems, we use the complex ¢* system to introduce the other soliton-like solutions
and study the fates of them in different collisions.

4 Radiative-profile solutions

If R; is a vacuum point, i.e. V(R;) = 0 and %% (R;) = 0, it is easy to see that equations
(11) and (12) are satisfied for infinite soliton-like solutions which move at speed of light:

R(z,t) =R;, 0(z,t) = f(zxct), (26)

where f is an arbitrary function. The related energy density (13) is now reduced to

e(x,t) = 2R? (%)2, (27)

in which = « 4+ ¢t. If for an arbitrary function f(Z), the corresponding energy density
e(x,t) is localized, we have a “radiative-profile”, i.e. a packet of energy which moves at
the speed of light. Moreover, it can be proved generally that for such solutions (similar to
massless particles), the relation between total energy and momentum is given by

+1 [T a\> E
po L [T op <—i> —+Z (28)
¢ J_oo dz c

Equivalently, we can use formal representation to introduce radiative profiles:

$(x,t) = R;eTED = ¢ (2 & ct) + ighi(a £ ct), (29)

Rj=\/¢% +¢7. (30)

Namely, for ¢* system (23), to have a radiative profile, if we consider the form of the real
part of the field as

provided

br(z,t) = Ae~(@Eet)” (31)

we should consider the imaginary part as the following form:

i@, t) = V4 — A2e—20eken?, (32)

provided that |A| < 2. Tt can be simply conclude that this arbitrary constructed solution
(relations (31) and (32)) is a non-topological object with zero topological charge. In general,
for any arbitrary solution, depending on functions ¢; and ¢, to be non-topological (topo-
logical) objects, the related topological charge is zero (non-zero). Moreover, for radiative
profiles, depending on functions ¢, and ¢; to be even or odd, the related electrical charges
would be zero.
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5 wave-packet solutions

It is easy to check that some solutions in the following form:

R(z,t) = R(y(z — vt)), O(x,t) = kya! + 0, = wt — kz + 6,, (33)
satisfy equations (11) and (12), provided
wv

and 0, (initial phase) is just a constant. In general, k* = (w, k) is defined as a 1+ 1 vector,
then 000,60 = k, k" = w?/c? is a constant scalar. Related to different values of w,, there
are different wave equations for R (11):

2o 1dV | W2

DR:_ﬁ__§E+c_QOR’ (35)
where
T =v(x — vt). (36)
If we multiply (35) by #j and integrate, it yields to
(dR(x)Y FER V(R4 O (37)
dx c? ’

where C is an integration constant. This constant is expected to vanish for a localized
wave-packet. This equation can be easily solved for R, once the potential V(R) is known:

R
d
MY N S
o \JV(R) — % R?

In general, related to different values of w,, there are different non-topological solutions for
R(T) . Exactly like complex kink energy-momentum relations (18) and (19), there are the
same relations for wave-packet solutions:

(38)

+oo , w2
By =B, 7/ 7+ B2 4 V(R)d, (39)
1 [t . ,OO .
p=5 [ 66+ =man (10)

where E, = m,c? is the rest energy of the wave-packet solution and is a function of w,.
Moreover, one can use equation (34) to obtain

W = YWo. (41)

Therefore, equations (39) and (41) show that frequency and energy have the same behavior
and we can relate them via introducing a Planck-like constant h:

E = hw. (42)

It is easy to understand that E_is a function of rest frequency w, and for different wave-packet
solutions, there are different h constants. Similarity, it is possible to find a relation between
relativistic momentum of a soliton solution and wave number k:

p = hk. (43)
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This equation is very interesting since it resembles the deBroglie’s relation. Note that all
Eqgs. (34)-(43) were introduced similarly in Ref [22].

If we consider ¢* system (23), the integral (38) can be easily performed, yielding the
following solutions for 0 < w, < 4:

_ (4—wp/c?)
2+ w, cosh(y/4 —w2/2 T)

Accordingly, there are infinite localized soliton-like wave-packet solutions which can be iden-
tified with different rest frequencies (w,). There are the similar works about the localized
wave-packet solutions in the Refs. [22, 23].

R(T) (44)

6 Kink-anti-kink collisions in complex ¢* system

In general, by preparing the suitable initial condition, we can study kink-anti-kink collisions
numerically. For example, when an in-phase kink-anti-kink pair collides, i.e. 6; = 6o, it
treats exactly like what happened for the known real ¢* system. An out-of-phase kink-anti-
kink pair, i.e. 0; # 65, leads to the formation of a pair of radiative profiles in a desired
stable localized form after collision (see Figs. 1). If in a kink-anti-kink collision, the phase

difference (62 —61) is equal to %, they always annihilate each other into two radiative profiles
(Fig. 2).

Figure 1: A complex kink (; = arctan(v/2)) collides with a complex anti-kink (6> = Z) with
initial kink (anti-kink) speed equals to 0.5¢. For a kink, contrary to an anti-kink, module
function change from zero to 2. For radiative profiles, R is always constant (R = 2), hence
it is not possible to track a radiative profile via the module representation.

Thus, we guess that the reversed process in collision between two radiative profiles would
be possible. In other words, we expect we would be able to prepare a condition to create some
kink-anti-kink pairs from the collisions of two radiative profiles. Theoretically, the discussion
about this matter appears to be very difficult, but with the help of numerical simulations,
we can see that in the case of the collision of two energetic radiative profiles, the creation
of kink-anti-kink pairs with non-zero rest mass is possible. Although radiative profiles look
like ordinary solutions of a linear wave equation, the inherent non-linearity in the original
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Figure 2: A complex kink (61) collides with a complex anti-kink (62 = 01 + 7 ) with initial
kink (anti-kink) speed of 0.5¢.
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..‘
Y

nti-kink
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:\;\ (o
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Figure 3: When two radiative profiles collide with each other, pairs of kink-anti-kinks can
be created after collision.

field equation causes major differences. Namely, if a pair of similar radiative-profiles which
are introduced by
2(x & ct)8
rrtct) = ——— ;=4 P2, 45
Orlw E ct) 100+ @ tap or (45)

collide with each other, two pairs of kink-anti-kink are created after collision (Fig. 3). It
is completely evident that in all of these collisions electrical and topological charges are
conserved. There are similar numerical results in the reference [24] which were obtained for
the complex SG system.
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7 The stability consideration and uncertainty in colli-
sions for the localized wave packet solutions

As we said before, the total rest energy FE, for different localized wave packet solutions
is a function of w,. For complex ¢* system, the related curve of total rest energy versus
w?2/c? is shown in Fig. 4. The maximum of this curve occurs almost about w?/c* = 0.34.
Numerically, it was shown that for solutions which w?/c? < 0.34, the wave packet solutions
are completely unstable i.e. any small perturbation would change it to a pair of separate
kink and anti-kink solutions (see Fig. 5). Moreover, for wave packet solutions which w?/c?
is more close to 4, the more stability observed numerically.

Figure 4: The total rest energy E, versus w?/c? for different localized wave packet solutions
of the complex ¢* system.

Figure 5: For a localized wave packet solution with w?/c? = 0.34, any small perturbation
changes it to a pair of separate kink and anti-kink.

One might think that optional initial phase 6, for a localized wave packet solution is an
unimportant parameter (33). In fact, it has no role in determining basic physical features
of a single soliton such as energy, momentum and charge. But, it was seen numerically
during the collision between localized wave packet solutions, these initial phases become
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very important. Namely, for two identical localized wave packet solutions with w?/c? = 0.7
and initial speed v = 0.5¢, if the initial phase difference is equal to 7 i.e. 059 — 019 = 7, they
are scattered from each other and reappear after collision. But if the initial phase difference
is equal to 0, two pairs of kink-anti-kink would appear after collision (Fig. 6). Therefore,
there is an apparent uncertainty in the collision processes which originates from the initial
phases.

Figure 6: Two identical localized wave packet solutions with w?/c* = 0.7 collide with each
other. The initial speeds are 0.5¢. For the left (right) figure, the initial phase difference is 7

(0).

Figure 7: The module representation of Fig. 6. For a kink module function change from
zero to 2 contrary to an anti-kink
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8 Summery and conclusion

After reviewing some basic properties of the complex non-linear Klein-Gordon (CNKG)
equations in two equivalent formal and polar representations, it was shown in general that
for the CNKG equations in 1+1 dimensions, there are three different soliton-like solutions:
complex kinks (anti-kinks), radiative profiles and localized wave-packets. Complex kinks
(anti-kinks) are topological soliton-like solutions with zero electrical charge and the same
rest mass. Radiative profiles are localized objects with zero rest mass and move at the
speed of light. They can be topological or not, and the related charge may be zero or not.
Localized wave-packet solutions are a Continuous range of the soliton-like solutions which
can be identified by different rest frequencies (w,). Two apparently contradictory aspects of
quantum behavior, i.e. wave and particle behavior, were reconciled in a classical way for such
soliton-like solutions. All soliton-like solutions were shown to obey the famous energy-rest
mass-momentum relation of the special relativity.

In the whole paper, complex ¢* system as a special example of the non-linear complex
KG systems in 141 dimensions was employed for better consideration of all of the soliton-
like solutions. Kink-anti-kink collisions for the complex ¢* system are studied numerically.
It was seen that radiative-profiles always appear in out-of-phase kink-anti-kink collisions. In
the reversed way, kink-anti-kink pairs can be created in collisions between radiative profiles.
It was seen numerically that some of the localized wave packet solutions are completely
unstable and decompose into a pair of separate kink-anti-kink solution. Moreover, we found
numerically that there is an uncertainty in collision fates between localized wave packet
solutions. This uncertainty originates from the initial phases. For different initial phases,
particle aspect of the localized wave packets solutions remains unchanged, while the final
behaviour may be drastically affected.
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